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Abstract—The Internet contains many devices that must control of the system at handesign of the system
process multiple jobs at the same time. For many purposes, often refers to an fB-line specification of parameters
such devices can be modelled as /8/1-PS queues. This \hereascontrol of the system typically refers to an on-
report investigates such a queue. _ line decision making based on state measurements (e.g.

We consider single-pass, lossless, queueing systems afyying service speeds). In this report we shall use a third
steady-state subject to Poisson job arrivals at an unknown term, architecture selectionreferring to the action of

rate. Service rates are in general allowed to depend on the decidi h he desi d |
number of jobs in the system, i.e. speed-scaling. A general eciding what are the design and control parameters.

goal is to control the state dependent service rates such Almost all of the queueing theoretic, performance
that both energy consumption and delay are kept low. As analysis, design, control and architecture selection lit-
there is a tradedf between the two, a sensible performance erature is based on the underlying assumption that the
measure is a linear combination of the mean job delay and probability laws of arrival and service processes are
energy consumption, where power is generally assumed toprecisely known. A few exceptions to this rule are
be an increasing polynomial function of the speed. mentioned below. In practice, this is often too strong of
We consider both the "architecture” of the system, o, aqqumption, especially due to the fact that obtaining
which we define as a specification of the number of . - . . . .
speeds that the system can choose from, and the “design”precIse atpnon paramet_er gstlmate§ IS not .pQSSIbIe n
of the system, which we define as the actual speedsT@ny settings. Our conFrlbutlon in thls_ report is in quan-
available. Previous work has illustrated, that when the lifying the efect of architecture selection on robustness.
arrival rate is precisely known, there is little benefit in Here the property alobustnessefers to the ability of the
introducing complex (multi-speed) architectures, yet in system to operate in a near-optimal manner even when
view of parameter uncertainty, allowing a variable number estimates of parameter values are not precise, or even
of speeds improves robustness. grossly incorrect. As this is generally a vague concept,
In the current report, we numerically quantify the one of the contributions of this report is in proposing
tradeoffs of architecture specification with respect to ro- measures of robustness.
bustness. Our analysis focuses on a model applicable to comput-
ing systems operating in an energy aware speed-scaling
environment (c.f.2] and references there-in). The model
Performance analysis, design and control by meaws consider is an KG/1-PS queue with variable, state
of stochastic queueing models (c.i]) has dfected a dependent service rates. A Poisson stream of arriving
variety of fields, including not only telecommunicationgobs at rated are served by a processor sharing (PS)
and computing systems but also service engineerimggime that operates as follows: When there mijebs
manufacturing, logistics, health-care, roadfiita and in the system, each job is served at a rgitn, where
biological modelling. A typical queueing model abstracthe sequence of speeds, 0 5 < s < S,..., IS a
unknown job arrival and service requirements by mearnssult of the design and control of the system. High
of stochastic processes and distributions. The resudervice rates generally imply low job delay yet typically
ing dynamics of queue-length, workload or other pemcur higher computing energy costs due to the fact
formance processes are analyzed yielding performarthat power consumption of devices is often a convex
measures, that ultimately allow for better design andcreasing function of the processing speed. A sensible
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objective of design and control is thus to minimizeontrol in the sense of estimatingand optimizing the
a linear combination of mean delay and mean energgntrol in a time-varying environment, yet this is not the
consumption. focus of our current work.
This model and objective was extensively studied Robustness, parameter uncertainty and adaptive
in [2] with the finding that in the case wherg¢ is control of queues: Except for P], it appears that the
known, a single speed architecture, (= s, = ...) field of performance analysis and control of queues in
yields comparable performance to an optimally tailorefdce of parameter uncertainty is very limited in extent
sequence of speeds. Hence it was found that a simpl&d thus virtually almost unstudied. For illustration,
architecture can be fiicient. The pitfall mentioned in observe the annotated bibliograph@],[containing an
[2] is that in the more realistic setting in which is exhaustive list of publications to date dealing with pa-
unknown, multi-speed architectures are generally morgmeter estimation in queues. There are under 200 such
robust. More precisely, fix some design arrival ratgublications, and virtually none of them deals with con-
Aq. Then a multi-speed architecture where the speegsl in view of uncertainty. An exception is{], dealing
are optimized forigq greatly outperforms a single-speedvith robustness with respect to the probability laws of
architecture also optimized foty in cases where thethe underlying stochastic processes using advanced point
actual arrival ratel, differs fromAq. process theory. A comprehensive survey of robust control
The robust multi-speed architecture @] fn general methods in the greatest context of operations research
allows each system occupanayto have an arbitrarg,. is in [5], yet it appears that the robustness point of
Such an architecture generally does not come withagéw has not yet fully been investigated in queues. Note
additional costs of manufacturing, device-footprint, conhough that one may view the general line of research
trol complexity and other application specific issues. Ths insensitivity (c.f. B]), as supplying robust results. Yet
question then remaingiow many speeds are requirecthese are with respect to distributions and typically not
in order to allow for robust speed-scaled systen@®? with respect to unknown demand rates.
equivalently:How does architecture selectiofffect the  The remainder of the report is organized as follows: In
robustness of the system to parameter uncertainty? Sectionll we define our model and objective function,
In this report we answer the above questions. Our coghg survey related work. In Sectioll we present
tribution is mainly conceptual and numerical, yet beagiyr robustness measure results. The results are then

significant importance for computer system engineerssymmarized in Sectioh/ where further open questions
In specifying an architecture, one aspect is the numhge put forward.

of available speeds, and another is the ability of the con-
trol to adapt to the arrival rate. We consider two regimes:
Fixed Allocation(FA) and Adaptive Allocation(AA). In
both regimes, the set of available speeds is fixed at desigiWve consider an M5/1-PS queue with variable, state
time, yet the way states are mapped to speeds varieglependent service rates. Jobs arrive according to a Pois-
Fixed Allocation (FA) : There is a fixed (design-time)son process with rat¢ > 0. Job sizes are finite mean
mapping setting, to be one of the available speedd:i-d. random variables independent of the arrival process
In this case there is no run-time control calculatio¥Vithout loss of generality we assume the mean job size
Adaptive Allocation (AA) : It is assumed that the trueis 1. We letQ(t) denote the number of jobs in the system
arrival rate 1, is accurately estimated at run-timedt time t. The PS scheme is as follows: At tinteif
hence allowings, to be mapped to one of the avail-Q(t) = n, each job is served at a ras/n, where the
able speeds in a way that optimizes performance f¢quence of speeds,0s) < s < ,... is a result of
the givena,. the design and control of the system.
It is quite obvious from a robustness point of view that The insensitivity of the MG/1-PS, even under speed
adaptive allocation is preferred compared to fixed allocgcaling, (c.f. ], [7]), allows us to ignore the actual shape
tion, yet in many computing scenarios, this is not witho@f the job-size distribution with respect to the law of
additional design complexity. Here our contribution is ithe proces(t). The proces(t) is represented by an
comparing the robustness of the two regimes. We shoifieeducible continuous time birth-death process on the
note that our adaptive allocation scheme assumesithatate spacg0, 1,...}. We assumel < sufs;, S, ...} and
is estimated perfectly and that the resulting system is fi@nceQ(t) is positive-recurrent with a unique stationary
steady state with that. One may also consider adaptivelistribution, (o, 71,...,), @ = limq P(Q(t) = i),
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satisfying the partial balance equations; = s.i7mi.1  given architecture specification, the design variables can

and ;2 m = 1. be cast as the vectors,
Speeds are constrained to be within the setJ@y. _ _
The number of unique speeds is specified by the archi- f=(pgopk) 0= (010 6k),

tecture parametet{ € {0,1,2,...} U co. For finite K, \yhich may be taken to be infinite vectors K = co.

the available set of speeds i84 = {0, pu1, ..., ik, kmads  Then, z¢ is given by @) on the following page, where
hence there ar&k + 2 available speeds. IK = oo, , - 3/, for i = 1,...,K + 1. This expression is

any speed within [Qumay is allowed. We refer to suchyajig only whenp; # 1 for all i, otherwise the singular
architectures agontinuum speedrchitectures. In any ¢55e replaces geometric series by constant sums and
case, speed O is only fog. Since we assume theyje|ds a diferent algebraic expression. The latter may
speeds are monotonically non-decreasing, in the cas&pfer pe obtained by calculating a limit @anor can

K < oo, the mapping ofs, to M may be specified by ayjtten explicitly. For simplicity (and without harm to
non-decreasing sequence of integer thresholds such gt numerical results that follow), we omit these details
0=6p <6 <6<- < bk <0k = co. The speed- i the report yet indicate that the numerical procedures

scaling mapping is then, far=0,....K +1, were coded to take care of the singular cases also.
Ss=u if nelfi+l....0) (1) Design Frame_wqu: In our framewor_k the o!esign
variables are optimized for a pre-determined arrival rate,
where k.1 = pmax A4 < pmax (“d” stands for design), yet at runtime there

The performance metric we consider is the average an alternative arrival ratela < umax (‘2" stands
running Cost per unit time. The running cost of for actual), where typicallyly # 1a. In the Fixed
single job consists of two parts: the sojourn time iR|jgcation (FA) case, lefiia(1q) andg’;A(ﬂd) denote the

the system and the energy consumed by processingyitimizing design variableg and# of,
Let Z/A denote the running cost for a single job, then:

Z/A = BTuwaiting + E. The average running cost per job min z« (i, 6, Ag, B, @),

is then: E[Z]/A = BE[T] + E[E]. The average running e

cost per unit time — which we will henceforth refer taubject to the coordinates @f and 6 being ordered.
as simply “cost” — is then achieved by multiplying bothn the Adaptive Allocation(AA) case, use the fixed

sides by1 and applying Litte's law ] componenfir,(1q4) as above and consider the following
z = E[Z] = BE[N] + E[Pn] ) optimization,
where P, denotes the power consumption when the oc- m@in Z« (@ a(2a), 0, Aa, B, ).

cupancy isn. This objective has been studied previously
in both the stochastic contexX@][ [10] and in worst-case Denote the optimizer aéZA(Ad,/la).
contexts L1]. Here P is the power consumption (energy For a given architecture, solving the fixed allocation
consumption per unit time). The paramefeindicates design problem or the adaptive allocation control prob-
the relative cost of delay. This can be omitted by thHem involves optimization ofk(-). For K < co we have
appropriate choice of units, but we retain it to emphasiz@plemented the optimization using a “Gauss-Seidel iter-
that the relative weights given td and P are problem ation” approach (c.f.J3]) with a local-search refinement.
specific. OftenP is a convex non-decreasing function ofn case ofK = co we use dynamic-programming as in
the speed, and we assume that [9]. We omit these technical details in this report.
Py = s 3) _Prqctical implications' for QMOS: Irj 'the CMOS
’ situation we are modeling, flierent decision variables
We are specifically interested in the case that speed vatie decided on at fierent phases in the design process.
ation is achieved using dynamic voltage and frequentye assume thg; are fixed properties of a given piece
scaling in a CMOS integrated circuit. In this case, of hardware. They must be chosen when that chip is
typically takes a value around 2 or 3. designed, before it is known what load it will be sub-
An explicit expression ofz for a given architecture jected to. The thresholds are typically implemented in
specification and design is obtainable through straigbaftware in the operating system, and can be determined
forward (yet tedious) computationsld, Ch. 5] for back- later based on a real-time estimate of the load, ¢. &h
ground on solutions of the stationary distribution). For @ontrastK might determine the size of a software-visible

CAIA Technical Report 120226A February 2012 page 3of



Kl (qi-1 0011\ [ o @a=6ip] " (A-p)+(oi=p ") | pi=p{ 1
— - -1 (HIJ':lpjl J 1) [ﬁ : A-m)? T M
Zx ([1, 9, /l,ﬂ, a) = 0 —6i_1 ’ (4)

K+l (yri-1 0i=0j-1\ 1-p
i=1 (Hj:lpj ) g

register that stores the current speed, or might determindt is natural to expect that a similar conclusion would
the number of external pins required to signal thispply to the model studied here, in which the system
information; for compatibility reasons, this informationis forced to include the maximum speegd.x as one
may need to be held constant over an entire famifyailable speed, and that increasing the number of avail-
of chips sharing the same instruction set architectuable speeds will monotonically increase the robustness.
(ISA). For that reason, we concern ourselves more witihen the actual load is low, this is indeed the case.
robustness of the choice df than robustness of theln fact, having even a single additional speed (“Two
individual ;. speeds”) incurs most of the benefit obtained from having
a continuum of speeds.

However, as the actual load approachesy de-

Our analysis of architecture robustness faxed Al-  gigns with more available speeds actually become mono-
location is with respect to the robustness measure tonically less robust, in the sense that the penalty

[1l. QUANTIFYING ROBUSTNESS

Ara(Aas A, K) =2k (T a(A0), O a(Aa), Aa B, @) _AFA(/la, A4, K) for mis-estimating _the load i'ncreases. This
. —x is most apparent when the design load is low, and little
~Zo(fiF A 4a). bFa(1a); das B, @). weight (3) is given to delay.
and for Adaptive Allocationit is with respect to This paradox is explained by noting that fixed thresh-
. — olds were used. When the load is almQstax the
Ann(da; Ag, K) =2 (fig o(4a). Opa(Ad: 1), A2 5. @) average processing speed must also be almgst Thus
—Zo(F (), B A(12), A B, @). the system in whichumay is the only speed available is

Obviously these measure are non-negative. They captBPt'mal' If more speeds are available, then the system

the distance to the optimal cost indicating théeet of will need to maintain a higher occupandy to cause

parameter uncertainty on performance: a lawalue Speedimax 0 be used. If the second h'gh?St SPR ROy IS
implies “more robustness”. much less thapy, then the occupancy will be increased

The Fixed Allocation (FA) case:Figurel shows the by almostek, increasing the cost by almogé.

metric Aga(4a, g, K) for increasing architecturds from The_ Adaptlve_ AIIocat_lon .(AA) case: Resuits for
K = 0 (“Only pmey?) and K = 1 (“Two speeds”) up to adaptive allocation are in Figur2 Note that here the

a continuum of speeds, for a system that uses both IR ustness monotonically increases as the number of

speeds and the thresholds optimized fer with sy = available s_peeds increases, as intuition sugge_sts.'
1, anda = 3. Comparison of FA and AA: Recall that adjusting

Note that all examples includg,ax as one (the Iargest)the th:jgsho_lds%h occurslon adeICh Islower_tlmgscale_
of the available speeds; this is in contrast to the sing| an adjusting the actual speeds. Implementing dynamic

speed “gated static” policy studied ia], in which the thresholds incurs a non-negligible additional cost to

single speed was optimized for the design load, and tﬁ%ftware develo_pment. To deqd_e yvhether or not to Im-
éement dynamic thresholds, it is important to quantify

“continuum” case could use arbitrarily high speeds ﬁ © ) ! A
ow much benefit it provides over using dynamic (state-

the occupancy increased. q ds with i thresholds. FiGsk
Recall that 0] observed substantially greater robustc—j(:’,‘p‘:“_n ent) spee wa't Stat'ﬁt resholds. '@LEL.OW‘_Q'
ness when using a system designed with no constrai © Improvement for severa pare_lme_ter combinations.
fiis suggests that dynamically adjusting the thresholds

on the speeds than when using a system with a sin o . _
optimally chosen speed. This was explained by the f45Y not be justified unless the design load is well below
e maximum load for which the system can be stable.

that, if the actual load is much higher than the desid
load, then the mean occupancy will be higher; since the
speed is an increasing function of the occupancy, this
increased occupancy causes the average speed used This report has identified and explained an anomaly in
be higher, as is appropriate for a higher load. the performance of queues with speed scaling optimized

IV. ConcLusioN AND OUTLOOK
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Fig. 3. Benefits in cost reduction of having adjustable thresholds at rentipa (14, A4, 4) — Aaa(da, Ag,4)-

for an inaccurate estimate of the load. Specifically, thig3] Y. Nazarathy and P. K. Pollet, “Parameter estimation
is due to inappropriate choice of speed at runtime. This in queues: A bibliography,” "http: www.maths.uq.edu.au

pkppapergestQest.html’, 2011.
effect causes the performance of such a speed sca A. Jain, A. Lim, and J. Shanthikumar, “On the optimality of

operating at high load to degrade as the number of threshold control in queues with model uncertain@ileueing
available speeds increases, which makes fiicdilt to Systemsvol. 65, no. 2, pp. 157-174, 2010.

quantify the improvement in robustness due to such dfl A- Lim, J. Shantikumar, and Z. M. Shen, “Model uncertainty,
robust optimization and learningTutorials in Operations Re-

Increase. search pp. 66-94, 2006.
However, when the error in the load estimate ig6] P. Taylor, “Insensitivity in stochastic modelsQueueing Net-
low, the performance does monotonically improve as potke: Eds. R.J. Bowchere, N . van Bigp. 121 140, 201
. . o . Kelly an . Kelly, Reversipllity and stochastiC networks
the number qf levels increases. Thl_s suggests that it | "5 Wiley New York, 1979.
may be possible to define a meaningful measure q#) J. D. C. Little, “A proof for the queuing formulat = AW’

“local robustness” which could be used to determine the Operations Researclpp. 383-387, 1961.
number of speeds required [9] J. M. George and J. M. Harrison, “Dynamic control of a queue

. . with adjustable service rateQper. Res.vol. 49, pp. 720-731,
In future work, we plan to estimate analytically the  september 2001.

magnitude of the degradation due to poor runtime contf@d] A. Wierman, L. L. H. Andrew, and A. Tang, “Power-aware

and to quantify the degree of local robustness. speed scaling in processor sharing systems, INFOCOM
2009, IEEE pp. 2007 —2015, Apr. 2009.

This work assumed very simplified models. For X1 k. pruhs, P. Uthaisombut, and G. Woeginger, “Getting the best
ample, the speed scaling functid®, only considers response for your erg&CM Transactions on Algorithmsol. 4,
active power in CMOS circuits, whereas leakage power no- 3, p. 38, 2008. _
is becoming an increasing fraction of total power com! g‘elzosfésgg(:hasnc processesohn Wiley & Sons New York,
sumption. The form ofP, is also suitable for casesi3] p. P.’BertsekasNonIinear Programming Athena Scientific,
where the speed of processing is proportional to the clock 1999.
speed, whereas modern processors are heavily influenced
by delays due to memory access. Nevertheless, we
expect the qualitative insight to hold more generally:

If the speed selection algorithm is based on inaccurate
parameter estimates, then having a wider range of speeds

available may be counterproductive.
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