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probing clients. Even armed with an external packet
sniffer program such as tcpdump you will be limited to
collecting IP addresses rather than RTT estimates.

In this paper we propose an active method of
estimating the RTT between a server and its clients
when armed only with each cliéntlP address. For
rough approximations this scheme works days or weeks
after client IP addresses were collected. As jitads to
be influenced by router hops we also discuss how to

Abstract- In first person shooter (FPS) games the round trip
time (RTT) (delay, or ‘lag’) between a client and serveis an
important criterion for players when deciding which srver to
join. Estimating the actual importance of this criterion can be
challenging. Most game servers do not accurately log the RTof
either connected clients or potential clients (onesvho only
probed the server). Traffic traces also provide onlyP addresses
of hosts communicating with the game server. In this pag we
propose a simple, active method of estimating the RTibetween
server and client when armed only with each client’'sR address.

For rough approximations this scheme works days or wés after
client IP addresses were collected. As jitter tend® be influenced
by router hops we also discuss how to estimate tipeobable hop
count between server and client. We illustrate our apmach
using data gathered from a Wolfenstein Enemy Territory sever
operating in Melbourne, Australia. This example shows au
approach enabling after-the-fact comparisons between thRTT
and hop-count distributions of clients who probe a seer versus
clients who actually join a server and play.
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[.INTRODUCTION

First Person Shooter (FPS) games are currently

estimate the probable hop count towards each client IP
address. Our proposal copes with clients going offline
after they have played, IP addresses being reassigned to
entirely different customers after being seen and logged
by the game server, and network-layer filtering of ICMP
traffic at (or near) the client end.

We demonstrate the use of this technique to estimate
the distribution of RTT and hop count for game clients
previously seen contacting a Wolfenstein Enemy
Territory server based in Melbourne, Australia [8]. The
derived results provide insights into the geographic and
topological distributions of clients who chose to play and
those who chose not to play on this particular server. As
a side benefit, investigation of RTT versus hop count

ross the set of clients provides a perspective on

ustralids overall‘distancé to hosts across the rest of

very popular form of multiplayer networked game.
Game clients probe game servers for information such &€ Internet.

the current map, the number of current players on the The rest of the paper is organized as follows: section
server and the current network round trip time (RTT)| describes the proposed measurement methodology.
between client and server. Potential players use thgection Ill demonstrates the use of this methodology on
information to find suitable games and servers to joirglient IP addresses gathered from a specific game server
The RTT (colloquially known a$ag) between a client Section IV concludes the paper.

and server is of particular interest, as it strongly
influences enjoyment in such fast-paced interactive
games [1][2][3][4][5][6]. For this reason server
operators and Internet service providers (ISPs) can find
it useful to track and characterize the RTT tolerarfce a
clients who frequent their servers. To do this they need

way to measure the typical RTT experienced by client - : ;
. - .probed a particular game server. In this section we
who probe and join, and those who probe and never joi escribe the key assumptions, the sampling technique,

Collecting this information can be difficult. Any and the combination of two active probe techniques
given FPS server may or may not have the ability to logping and traceroute) used to estimate past RTT and hop
RTT estimates for clients who join and play. Regardlesgount distributions.
they are usually incapable of logging RTT estimates for
clients who simply probe the server [7]. At best youA Assumptions

might modify the server to log the IP addresses of A ey assumption underlies this technique: any given

II. RTT AND HOP-COUNT ESTIMATION
METHODOLOGY
Our scheme relies on actively testing, from the

rvefrs current location on the network, a subset of IP
dresses known to represent clients who played or
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IP address is presumed to be roughly the same distartcaceroutés results. However, by comparing the results
away today (measured by RTT and hop count) as it wdsom client addresses that responded to ping and those
when first logged. We observe that most game clientthat needed traceroute we can estimate an adjustment to
connect via consumer ISPs whose end-user IP addrdbke traceroute-derived RTT and hop-count results.

ranges are unlikely to move around much topologically.

Clearly the validity of this assumption degrades oveD.Measuring RTT and Hop Count

months (in the absence of an ISP losing an entire IBy4ress selected from the set of client IP addresses to be
address block to another ISP in a different country Ofested. If ping fails to establish an RTT estimate (for

region of the Internet). whatever reason), we approximate the RTT estimate by
, , measuring the RTT (again using ping) to the last IP hop
B.Sampling the Client IP Address Set seen using traceroute. If tracerdstiast reported IP hop

An active game server is likely to see thousands ifannot itself be pinged we use the RTT estimate
not millions of separate IP addresses over periods @irovided by traceroute itself.
months. To simplify the subsequent active probing
process we select a subset of logged client IP addresses e ————
to represent the characteristics of the path between our
server and all clients.

Our simplifying assumption is that clients whose IP
addresses fall under a common CIDR prefix will share
much the same path back from the server towards each
client. For example, in consumer ISP contexts the hop
count measured to one IP address in a /24 is likely to be
the same as the hop count to any other IP address in that
same /24. Furthermore, we suggest that RTT measured l

YES

traceroute to IP &
NO find last traceable
1P

v

Check
last I P

Check IPis
pi ngabl e?

to one IP address in a /24 is likely to be representative of
the RTT to any other IP address in that same /24s (It i
true that consumer ISPs may use last-hop access links | Ping I P given YES
with quite different latency characteristiesuch as dial-
up, cable modem or ADSL. Nevertheless, it is not

is
pi ngabl e?

unreasonable to assume that IP addresses within a single NC

CIDR prefix are served using a single access y l

teChnOIOgy') Extract |nformation P Use traceroute
In section Il we illustrate this approach as follows: Boviatromiard a5 substitute

where multiple clients IP addresses share a common /24

prefix we randomly select only one of those client IP ¢

addresses to measure for RTT and hop count. (Longer or Wite I nformation

shorter prefix lengths may be utilized if it is known that in Table

IP addresses in certain ranges are allocated along
particular prefix boundaries.)

Figure 1: Algorithm for Estimating RTT to Previoystientified IP Addresses

C Clients need not remain reachable _ Each selected IP address is pinged ten times at two-

It is unlikely that a game client seen in our servesecond intervals. The smallest of the ten ping results is
logs will still be active on the Internet days, weeks Othosen as the RTT estimate most likely to be unaffected
months after the fact. At the time we launch our RTTby transient congestion along the path. The standard
measurement the IP address may have been reassig@ediation is also calculated to provide some indication of
to someone entirely different or the client may be tdrnehow stable the path was during all ten RTT estimates.
off. Spacing the pings every two seconds minimizes the

We do not actually require the original client to bechances of our efforts being misinterpreted as a denial of

present at the logged IP address. It is sufficient tvaes Service attack on the target ISP.

entity responds to ICMP Echo Requests directed towards Ping can fail for a number of reasons - the destination
each selected IP address. host no longer exists or is not switched on, the ICMP

In practice it is possible for our ICMP Echo Request§cho requests are blocked by the end 'sishome
to elicit no response from selected IP addresses. THEewall or the ICMP echo requests are being blocked by
target may simply be turned off or IP-layer filteringyn ISP firewall policy somewhere along the path. If ping
be active along the path towards the target. In this cadails we follow up with traceroute. The last hop
we utilize traceroute to probe the path out towards thgtlccessfully reported by traceroute is pinged and the

selected IP address and derive RTT and hop-couht! ] recorded. If ping does not work, we record the RTT
estimates. estimated by traceroute itself.

In principle ICMP may be blocked anywhere along Hop count is estimated from the TTL field of ICMP
the path towards the targeted client IP address, skewifigessages being returned in response to ping or
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traceroute. Since the TTL is decremented once per hgpefix to cover multiple clients connected through
back towards our location, we can estimate the numbelifferent access technologies having diverse RTT
of hops traversed, by subtracting the final TTL from thecharacteristics.)

initial TTL. (Note that if traceroute is used from a T
Windows System the outbound and returmed packets agg, ot IMIAon s hat our RTT measurements are
both ICMP. When traceroute is used from & unix-lik&, ije"each client was accessing the server. For example
system the outbound packets will be UDP and th 9 - O exampie,
returned packets ICMP.) MP packets do not have the same length distributions
P ' as game packets, leading to slightly different
Game clients are most likely found running onserialization delays along the path. It is also well known
Windows hosts (and to a much lesser extent, Linuthat routers do not handle ICMP packets quite the same
hosts). Such hosts typically utilize an initial TTL of 32,way as regular UDP or TCP packets, potentially leading
64, 128 or 255 [9]. We believe most consumer router® slight over-estimation of RTT to the selected cliéht
are likely to respond to traceroutes from a similamddresses [13]. However, we suggest over-estimating by
possible set of initial TTLs. Since it is generallyieeéd few milliseconds is tolerable in the context of game
that few Internet hosts are more than 32 hops away froalients from around the planet exhibiting tens or
each other [9] we assume the initial TTL value of ahundreds of milliseconds RTT.
packet as the smallest of 32, 64, 128 or 255 that is larger |, 4qdition. we assume peering agreements along the
than the final TTL in each received ICMP packet. path to each client are essentially unchanged. In

Traceroute should be configured to probe no morprinciple such agreements may change at any time,
than 32 hops away. This substantially reduces the tinadtering the internal topology of the Internet between
taken to estimate the last hop of an IP address thatcess ISPs. Thus the RTT and hop-count distributions
cannot be pinged directly (since traceroute must reach itneasured today may differ significantly from those
maximum TTL before the identity of the last experienced by individual clients when they actually
successfully reported hop can be confirmed). played on your server.

Ultimately every selected client IP address ends up
being associated with an RTT and hop-count value i
one of four categories:

(A) pinged the client IP address directly I
(B) pinged the last hop reported by traceroute Hopl . 465
(C) used traceroute’s RTT estimate to the last hop |
reported by traceroute Hop2 26mE
(D)RTT and hop-count estimated based on the last hog
2. 56ms .92 n® 7.85ms

reported by traceroute (B and C collapsed into a
single category) Hop3 Hop3 Hop3

E Adjusting the Last Hop Reported by Traceroute 4. 52}/\23. 25ms /\u%s \

Two simple sanity checks should be applied to th
last-hop returned by traceroute. If the reported last-hd | ™ rop4 rop4 rop4 rop4
comes from private address space (e.g. 192.168/16 [1
or has a different country code than the target client
address (as reported by a database such as Geols
Country [11]) we do exclude this data point from further
analysis.

Results from category D are then adjusted to estimate It is also worth keeping in mind the variable
the RTT and hop-count to the client IP addresses thiglationship between RTT and hop-count (noted in
could not be pinged directly. First we plot thePrevious related work, e.g. [14]). Along a given route
distribution of RTT and hop-count values returned ifRTT usually increases with increasing hop count.
categories A and D on separate cumulative distributionlowever, different routes may exhibit quite different
curves. Over thousands of tested IP addresses in ed@Rtionships between RTT and hop count. Physically
category the distribution curves should look similar, bughort hops will contribute far less propagation delay than
offset from each other. The median difference betweephysically long hops. The next hop towards one IP
the curves of both categories indicates the offset to tddress may jump a few metres inside an ISP, yet the

applied to RTT and hop-count results in category D.  next hop to another IP address may involve thousands of
kilometres between continents. For example, Figure 2

F.Limitations and Considerations illustrates the diversity of paths and RTTs seen at 1, 2, 3

Most of th i listed i | and 4 hops away from the server analysed in section lll.

ost ol the assumplions [ISIed earlier rely ONpjong the far left hand branch hop 3 is 2.65ms away. If
observed operational traditions within consumer ISP

e ; e continued along the left branch hop 4 is 4.52ms
Such traditions are not necessarily mandated by IET - :
standards or specifications, and may not be universal Wgy' but if we went right hop 4 would be 212.25ms
true over time. (For example, not using a common /2 Y

(< ) - - -
Figure 2: Hops Along Different Paths May Contrib@eite Different
Latencies
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lll. ILLUSTRATION USING A GAME SERVER B.Performing the Active Measurements

BASED IN AUSTRALIA Active scans were performed from a FreeBSD 5.4
In this section we illustrate the use of our RTT andost (a 2.8GHz Intel Celeron with 1 GB of RAM) on the
hop-count estimation technique. Client IP addressesame IPv4 subnet as the Melbourne ET server used in
gathered from an Australian-based Wolfenstein Enem|B]. To speed up measurements we ran fifty parallel
Territory (ET) server [12] are used to build plausible andnstances of the algorithm explained in section I1.D.
useful insights into the distribution of players and nonEach instance tested a non-overlapping set of client IP

players who visited the server. addresses from th&educed set in Table 1, and was
launched at a random time relative to each other (to
A.Background minimize correlated bursts of outbound ping or

aceroute traffic). With fifty instances running thelCP

In 2005 we published an analysis of server-prob oad fluctuated between 3% and 5%, suggesting CPU

traffic impacting two ET servers based in Australia [8]. =S . .
That research differentiated between clients who #ygtua 108d would have minimal impact on RTT estimates

played on each server, and clients that were only ev&pPorted by ping or traceroute. Averaged over all IP

seen probing each ET server (for updated game-stagdldresses in category A and category D (section I1.D)
RTT and map information). We showed that a modestl{€,_Ping/traceroute sequence took 1.45 minutes per
utilised FPS server is inundated with many hundreds &ddress. (Adjusting the FreeBSD 5.4 keémaefault tick

thousands of probe queries per week, regardless of hd@t®  from 100Hz to 1000Hz was also necessary to
many people actually play on the server. Data wakrovide 1ms resolution to ping RTT estimates. Versions
gathered over 20 weeks between November 2004 afHc€ FreeBSD 5.4 now ship with a default tick rate of
March 2005 from servers based in the cities of000HZ[16].)

Melbourne and Canberra. Probe and game-play traffi

was analysed for its daily and weekly fluctuations by--Summary of Raw Results

volume and approximate geographic origin (using Our raw results were post-processed to remove
Maxminds GeoLite Country [11], which claims to be anomalous data points before creating the statistics
97% accurate). Over the 20 week period probe traffishown in Table 2:Game flows refers to the class of
contributed roughly 16 million flows, 36 million packets clients who established game-play traffic flows to the
and 8 gigabytes of data transfer in and out both theerver, whereaprobe flows refers to the class of clients
Melbourne and Canberra servers. By contrast, game-plswho established short-lived probe-only traffic flows to
accounted for roughly eight thousand flows, 755 milliorthe server.

packets and 116 gigabytes of traffic in and out of the

Melbourne server. (The Canberra server was less Table 2: Game Flow and Probe Flow Results

popular and saw far less game-play traffic.)

Game Flows Probe Flows
As a side effect we ended up with roughly 2.4 million | Number of IP 4252 395707

distinct client IP addresses from the Melbourne server| Addresses ’
for which we had no RTT or hop-count information. | Ping directly 28% 26%
Neither server had been modified to log its internal RTT | Ping last hop from 63% 6206
estimates for clients who actually played, nor could they | traceroute
meaningfully estimate RTTs for clients who simply | Used traceroute for 9% 12%
probed (without joining). Unfortunately, due to disk | RTT computation
space limitations we had not kept tcpdump files that
would have provided TTL information from which to | prief, approximately:
estimate hop-counts.

« 2% of traceroute-derived data points were
Table 1: Subnet Reduction of IP Addresses removed because the last hop IP address was not
in the same country as the target client IP address.

Initial No. Of 1P} - Reduced No. Of 1P « 0.004% of traceroute-based data points were
addresses addresses e .
G = 5 469 4952 eliminated because they returned a private IP
ame HOWS : : address [10] as the last hop.
Probe Flows 2,397,879 325,707

» 2.6% of game flow IP addresses and 1.4% probe
. . o . . flow IP addresses were removed because the RTT
Hoping to gain some insights into the differences was calculated to be over 1000ms, or the standard

between clients who played and probed, we decided 0 geyiation over ten RTT samples was over 100ms.
compare the RTT and hop-count distributions of each

diresses by selecting one. IP address at random frow.ccHracy of RTT Estimations
y g Figure 3 shows the distribution of both dat@set

giré)#iﬁgasnr;atr)g?e%?rg;n tcr)]?slﬁéldﬂrg}‘g: ?r'ombzlilnfin%vr\fs ths andard deviation. More than 90% of the RTT estimates

we ended up with roughly 330,000 IP addresses tpAve @ standard deviation under 10ms, suggesting the
actively test. (The most significant reduction involved |PeStimation process was fairly consistent over the 10
addresses who were seen to probe rather than play dli{9S

server.) Probe flows show a slightly higher standard deviation
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because (as we discuss later) clients who only probdibws are roughly the same if the non-pingable curve is
were typically‘further away (at higher RTT and higher shifted right by 20ms.

hop count) than game flow clients. Higher hop count
means more router hopsand thus congestion points - at

Consequently, for the rest of our analysis we adjusted
all non-pingable data points up by 20ms and one or two

which jitter may potentially be introduced.

100 s "

80

60

Percentage
Percentage

40

20
— Game Flows
-~~~ Probe Flows

T T T
40 60 80 100

20

Standard Deviation (ms)

Figure 3: Probe and Game Flevstandard Deviation of RTT Estimates
(CDF)

E.Validity of Using Traceroute to Determine the Last Hop

One of our implicit assumptions is that traceroute can
be used to identify an IP address topologically close tog
the target IP address when the target IP address |tse$f
does not respond to ping. Idealfigiosé would mean we e
find the last hop before the target IP address. Our results
suggest this assumption is reasonably valid.

From Table 2 we see that IP addresses associated
with 28% of game flows and 26% of probe flows
responded to a direct ping. We call thgsiegablé IP
addresses. The rest amon-pingable where we are
approximating the desired data point by measuring RTT
and hop count to the last hop successfully identified by
traceroute.

Cumulative distribution function (CDF) plots for
both pingable and non-pingable data points reveal that
non-pingable clients seem to be one or two hops and 10-
30ms closer than pingable clients. This suggests our
traceroute technique is, in fact, generally identifying an
IP device one or two hops from the target IP address.

Figure 4 and Figure 5 show the CDFs of measured
hop counts for game flow and probe flow IP addresses,
respectively. If the non-pingable curve is moved right byﬂ
one hop (game flows) or two hops (probe flows) theo
distributions for pingable and non-pingable flows are
approximately identical. This is consistent with the non-
pingable data points being derived from an IP entity one
or two hops closer than pingable data points.

A similar, although slightly weaker, observation can
be made based on RTT estimates. Figure 6 and Figure 7
show the CDFs of estimated RTT for game flow and
probe flow IP addresses respectively. In this case we
found the distributions for pingable and non-pingable

hops (for game and probe flows respectively).
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Figure 4: Game Flows Pingable & Non Pingable Hop Count CDF
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Figure 5: Probe Flows Pingable & Non Pingable Hop Count CDF
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Figure 6: Game Flows Pingable & Non Pingable Round Trip Time CDF

(These offsets are plausibly due to the common use 100 T

of consumer-grade last-hop access technology such as /' S

dial-up, ADSL or cable modem. The actual game clients  so o

whose IP addresses weheon-pingablé would have Fr

probably been 10ms to 30ms further away than the ISE o foll|— Australia

router interface we were ultimately able to ping. We3 i) Ee'gl'un(;

appear to be on relatively safe ground in treating thes ,; - /44 - e

adjusted traceroute-derived data points as equivalent o vpid -—  Germany
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F.Geographical Distribution of Game Clients T T T T T

Using the GeolLite Country database [11] we 0 200 400 600 800
identified IP addresses from 54 countries amongst game
flows and 138 countries amongst probe flows. As
previously reported in [8], a vast majority of game flows Fioure 9 Round Tri Ti c CDE and
were attributable to only a small number of countries. igure 9: Round Trip Times per Country (CDF and mea
Australian players accounted for 57% of the game flows,
the next highest being Poland with approximately 8% o&.RTT and Hop Count Analysis
game flows, followed by USA and Germany with 4-5%  comparing the RTT distributions of game and probe
each. By contrast, probe flow demographics were quitgyws (as shown in Figure 10) makes clear the
different European countries contributed to 52% Ofqrrelation between RTT and pedplelecision to play
probe flows, with the USA contributing another 30% ofqy, ot play. Around 50% of game flows have RTT less
probe flows. than 100ms, aneD% of game flows have an RTT of less

Using the technique in section Il allowed us to extenghan 200ms. By contrast, the majority (over 90%) of
the results from [8] to reveal the topologicalprobe flows (people who subsequently chose not to play
consequences of being from different countries. Figure @1 our server) originate from clients with RTT over
shows the distribution of hop counts for both game flow200ms. This provides indirect support for previously
and probe flow clients from a number of countriespublished work that puts FPS player tolerance for RTT
Australian clients are 5 to 15 hops away whilebetween the high-100s and low-200s of milliseconds
international clients are at least 10 hops away. (ABLI2][3][4][5].
implied by Figure 2, 10 to 15 hops to international A similar comparison is provided by Figure 11,
clients are likely via quite different and physically longe \hich compares the hop count distributions for game
paths compared to the Australian clients who are alsgyw and probe flow clients. Less than 10% of probe
between 10 and 15 hops away.) flows appeared with hop count under 13, whereas 60%

Figure 9 shows the distribution of RTTs for clientsof game play flows occurred with hop count under 13.
from a number of countries, along with the average RTT rigyre 11 also provides a clear indication that no
from each of the countries. Australia has an averageyme-playing clients were closer than 5 hops, and
RTT of 56ms (with almost all clients being below confirms the existence of two distinct communities of
100ms) while clients from other countries have RTTs Opjayers— those between 5 and 15 hops away, and those
at least 180-200ms. between 17 and 25 hops away. On the other hand, the
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community of probe-only clients is clustered stronglylP paths in-country cover small geographic areas they
between 10 and 25 hops away from our server. Based oray have many hops through closely located ISP
Figure 8 the majority of these probe-only clientsequipment racks or Internet exchange points. (A dip in
(particularly over 15 hops away) reside outsidehe mean RTT versus hop count at a couple of places is a
Australia. consequence of aggregating the RTTs from clients
reached through diverse in-country paths, similar to what

100 - p— we noted in Figure 2.)
80 °
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Figure 10: Probe & Game FlowsRound Trip Time CDF
Figure 12: Game Flow Mean Round Trip Time vs. Hops per Country
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Figure 11: Probe and Game Flowslop Count CDF Figure 13: Probe Flow Mean Round Trip Time vs. Hops per Country
Relationships between apparent geographic origin,
RTT and hop count are shown in Figure 12 (for game IV.CONCLUSIONS
flows) and Figure 13 (for probe flows). Both figures Although game servers can be instrumented to log
show graphs of average RTT versus hop count for loW§TT estimates of clients who actually play on a seiver,
originating in five different countries. is difficult to log the RTT experienced (or perceived) by
Both graphs clearly reveal that RTT experienced byglients who simply probe a server without playing. This
players outside Australia is dominated by the paths takgraper describes a simple technique involving ping and
just to get to and from Australia itself. We can see thdtaceroute to establish RTT and hop-count estimates,
most Australian clients are between 5 and 15 hops awagfter the fact, between a game server and game clients
and less than 100ms. Most American clients are betwe&ho may no longer be attached to the Internet.
10 and 26 hops away, and between 180 and 300mSs. \ye assume that RTT and hop-count estimates must
Clients from France, Germany and Poland tend to be 3§ derived at some point in time long after the client IP
to 25 hops and 320 to 400ms away. addresses were logged at a game server. We further
For destinations outside Australia there is one oassume that, by virtue of being seen playing (or probing)
more long-haul international links before traffica game server, each client IP address is most likely
distributes itself around within their home country. In-associated with a consumer Internet connection. This
country RTT versus hop count has a fairly modesgnables a key simplificationthe RTT and hop-count to
gradient in both graphs. This reflects the fact thaile  every client IP address under a common CIDR prefix
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will be approximately the same. So, for example,
multiple client IP addresses from the same /24 can be
measured by estimating the RTT and hop-count to juste
one of them chosen at random. This step can redugg
millions of IP addresses down to thousands for
subsequent active probing.

Since clients may come and go, and [ENEMP 1]
echo request/reply packets are often blocked by personal
firewalls near the target host, it may be necessargeo u
traceroute to identify an IP router close to a tarfjehc 1
IP address. We show how the distance (in RTT an@
hops) between a traceroute-derived last hop and the
actual target client IP address may be indirectly isfkr
when large numbers of client IP addresses are awilabl 3]

Our approach is demonstrated using client IP address
data collected from a Wolfenstein Enemy Territory (ET)
server based in Melbourne, Australia. Roughly 2.4
million client IP addresses were reduced to a sample sgf
of 330,000 IP addresses, representing clients who played
or probed the ET server. We found that 26-28% of client
IP addresses could still be pinged directly, we cpird 1
the traceroute-derived last hop router in 62-63% oﬁ‘s
cases, and in 9-12% of cases we had to use tracsroute
own estimate of RTT to the last hop it could find. We
also found evidence that traceroute generally reached
within one hop of clients who had been logged playin 1
on the server, and within two hops of clients who ha
simply probed the server.

The obtained RTT and hop-count distributions
illustrated the topological and  geographical[7]
characteristics of clients that played on our Melbourne-
based ET server, compared to those who simply probed
the server. RTT and hop-count distributions broken
down by approximate country of origin also provided arg)
indirect illustration of Australis challenging
topological position for ET game players in the Northern
Hemisphere. (Australian players fell between 5 and 15
hops from our server, while international players Wer%]
well over 15 hops away. Of the clients that played, 60%
had an RTT less than 200ms. In comparison, only 10%
of people who simply probed our server had an RTT less
than 200ms.

V.ACKNOWLEDGMENTS

This work was partly supported by the Smart Internet
chnology
p://www.smartinternet.com.au

Cooperative Research Centre.

VI.REFERENCES

G. Armitage, "Sensitivity of Quake3 Players To Netkv
Latency," Poster sessicBIGCOMM Internet Measurement
Workshop San Francisco, November 2001

T. Henderson, “Latency and user behaviour on a mulplay
game server,Proceedings of theBInternational Workshop on
Networked Group Communications (NGCyndon, UK,
November 2001

M. Oliveira and T. Henderson, “What online gamerslyaaink
of the Internet,’Proceedings of the"®Workshop on Network
and System Support for Games (NetGames 28@8)wood
City, CA, USA, May 2003

T. Henderson, S. Bhati, “Networked games — a QoStbens
application for QoS-insensitive usersRCM SIGCOMM
RIPQoS Workshop 200Barlsruhe, Germany, August 2003

T. Beigbeder, R. Coughlan, C. Lusher, J.Plunkett, i, My
Claypool, “The Effects of Loss and Latency on User
Performance in Unreal Tournament 2008CM SIGCOMM

2004 workshop Netgames'04: Network and system support for
games Portland, USA, August 2004

S. Zander, G. Armitage. “Empirically Measuring QeS
Sensitivity of Interactive Online Game PlayerAustralian
Telecommunications Networks & Applications Conference
(ATNAC) Sydney, Australia December 8-10 2004

G.Armitage, M.Claypool, P.Branch. “Networking and Online
Games - Undertanding and Engineering Multiplayer Internet
Games”. John Wiley & Sons, UK, April 2006 (ISBN:
0470018577)

S. Zander, D. Kennedy, G. Armitage. “Dissecting 8erv
Discovery Traffic Patterns Generated By Multiplayest-
Person Shooter Game&CM NetGames 2008Y, USA, 10-
11 October, 2005

C. Jin, H. Wang, and K. G. Shin, “Hop-Count Filteringt A
Effective Defense Against Spoofed DoS Traffieybceedings
of the 10th ACM International Conference on Computer and
Communications Security (CGPpges 30--41, October 2003.

[10] IANA http://www.iana.org/fags/abuse-

Our approach has some distinct limitations.

fag.htm#SpecialUseAddresses (viewed 30 July 2006)

Primarily, one cannot simply assume the Intésnet [11] Mmaxmind, “GeoLite Country,” http:/www.maxmind.com/

topology is static. RTT and hop-count measurements
taken today do not necessarily reflect, in absolute term
the RTT and hop-count prevailing at the time each clie

connected to the game server. Peering arrangements may
change, and ISPs may move IP address space between
their dial-up, cable modem and ADSL access offeringd!3l

After-the-fact estimation of RTT and hop counts should
be performed as soon as possible after the client IP
addresses are collected.

Nevertheless, this papertechnique is a reasonable
approach if one primarily wishes to establish a broadly
indicative set of RTT and hop-count distributions basz%
solely on client IP addresses found in (game) server lo
It can provide further insights into the RTT tolerance of

app/geoip_country (viewed 30 July 2006)

2] Wolfenstein Enemy Territory,

http://games.activision.com/games/wolfenstein (viewedusp
2006)

K. Auerbach. “Why ICMP Echo (Ping) Is Not Good For
Network Measurements”. InterWorking Labs, April, 2004
(http:/lwww.iwl.com/Resources/Papers/icmp-echo_print.html,
viewed 30 July 2006)

[14] A. Fei, G. Pei, R. Liu, and L. Zhang, “Measuremamgielay

and hop-count of the InternetEEE GLOBECOM'98 - Internet
Mini-Conference 1998

5] GENIUS Project, Centre for Advanced Internet Architezgu

http://caia.swin.edu.au/genius (viewed 30 July 2006)

players by revealing the RTT distributions of clients whd16] “FreeBSD home page,” http://www.freebsd.org (vieweduly

probed, but did not play, on a monitored game server.

2006)

A 4-page version of this paper was accepted at Netgames30gagore, Oct.3831% 2006) and presented as a poster

CAIA Technical Report 060801A August 2006

page 8 o8



