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Abstract—In this paper we present experimental results Scalable TCP) [7], [8], which has been designed at
evaluating the performance and fairness of FAST TCP in Caltech (California Institute of Technology) to improve
a series of tests involving realistic low rate network access performance in high speed networks, especially those
scenarios. Links both using the DOCSIS cable mgdem with long propagation delays. Unlike proposals such
medium access control (MAC) cable modem and simple as BIC [5], Scalable TCP (STCP) [6] and High-Speed

low rate links were investigated. We seek to compare our ) ,
expectations from theory with the behavior of an actual TCP (HSTCP) [9], which follow TCP Reno’s model

access network implementation. of reacting to packet loss as a congestion indicator to
Index Terms—TCP Congestion control, Evaluation of drive their flow control decisions, FAST TCP follows the

FAST TCP, Low-speed networks. approach of TCP Vegas [10] and responds to queueing

delay. This allows the equilibrium queue size to be orders

l. INTRODUCTION of magnitude smaller than the buffer size, and avoids the

Motivated by the phenomenal growth of the Internavaste incurred by packet losses.
in the recent years, a number of ISPs are activelylETF standardization and worldwide deployment re-
deploying various broadband access technologies, suglres that any new TCP variant must be tested and
as xDSL modems, cable modems and 802.11 wirelesdidated experimentally in real-world trials and in a
LANSs, to offer high-speed data services to residentialide variety of network environments. It is also crucial
as well as mobile subscribers. One of the primathat independent groups repeat these tests. To date, FAST
ways of characterising performance of the broadbahds been tested by Caltech and independent groups
data system as perceived by subscribers is in termssofth as SLAC (Stanford Linear Accelerator Center) and
throughput observed by applications operating above tB&ERN (The European Particle Physics Laboratory) in
Transmission Control Protocol (TCP) layer. From tha wide range of high speed environments. Therefore,
networking perspective, the achieved throughput depentds becoming increasingly important to experimentally
not only on the bandwidths available on the downstreagnaluate the performance of TCP FAST in low rate (1-10
and upstream channels but, it has become increasiniylipps) access networks typical in the existing Internet.
evident in the recent years, that the specific TCP im-Data Over Cable System Interface Specification
plementations used at the communicating nodes grediBOCSIS)[16] has emerged as a single standard for
influence the achievable throughput. The current standa@ta communications over hybrid fiber/coax (HFC) ca-
version of TCP (RFC 793, sometimes known as “TCBle networks and DOCSIS-enabled cable modems are
Reno”) was designed two decades ago, reflecting tbarrently the most widely deployed broadband access IP
best understanding of network dynamics and congesti@thnology. Moreover, the cable modem access system
control at the time, and today it is increasingly becoming of particular interest to study as it is a shared medium
a limiting factor in network performance. i.e., it has a MAC protocol, and it is reasonable to expect

As a result, there have been many TCP (Transmi$at the delay this introduces could potentially interact
sion Control Protocol) proposals aiming to improve theith the delay-based control of FAST. A typical DOCSIS
current standard version of TCP (e.g., [5], [6], [9]¢cable network consists of two key components: the Cable
[10]). One such popular proposal that has receivéiodems (CM) located at the customer premises, and a
significant attention in recent years is FASTagt AQM Cable Modem Termination System (CMTS) located in
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control mechanism it was important to first consider a
static environment i.e., a single FAST connection in the
system. In this environment, [1] provided many impor-
tant findings and observations which further stimulated

* ‘Upstrea‘rp i our work. In this paper, we build on the work in [1]
by performing extended analysis and experimentation
CMTS cM CM CM and evaluating the performance and fairness properties
of FAST in more realistic multi-flowdynamic access
| T T J network scenarios.
Downstream The rest of the paper is organized as follows. Sec-
tion Il provides background and outlines our objectives.
Fig. 1. Logical topology of DOCSIS network Sectiorlll’ describes the setup of our testbed. The results

are presented and analysed in Sectidds and [V,

respectively. Finally, SectioiVll provides concluding
the service provider's (SP) network. Transmission ovegmarks and discusses directions for future work.
the downstream and upstream channels is controlled by
the CMTS. The upstream channel is a multipoint-to-
point channel shared by all the cable modems (CM) TCP regulates a sources transmission rate by adapting
using a time-slot structure. A centralized MAC protocdfs window size according to some congestion signal
based on a reservation Scheme’ also knownm@est- from the network. Most Congestion control algorithms
and-Grant cycle controls the access to the upstreaf®llow TCP Reno in adjusting a sources transmission
channel which is shared by all CMs using a TDMAate based on the rate at which packets are lost, thus
system (i.e., CMs request time to transmit and CMTi8terpreting packet loss as an indication of congestion
allocates time based on availability). Logical topologl-€-, Use packet loss rate as an indication of congestion).
of DOCSIS network is illustrated in Fig. 1. FAST follows from TCP Vegas [10] in adjusting flow

There has been little research exploring the impd@!€s in response to the measured delay. Thiesay-

that the DOCSIS MAC and physical layers has on tf@@sedalgorithms adjust a source’s window size to
performance of TCP. Existing studies, e.g., [12], [13f{ttmpt to maintain a constant number of its own packets,
[14] and the references therein, are confined to develdp-duéued in nodes along its path. The queueing delay
ing a model of DOCSIS using a simulator. Moreovel$ estimated as the difference between the mean round
these studies have mainly focused on analyzing tH& time, denotedD, and the minimum round trip time
standard TCP Reno protocol and other TCP varianfServed by any packet, _ _
including FAST have not, to the best of our knowledge, FAST updates the window size according to [7], [€]
been considered. We have constructed a testbed network d
using a CISCO DOCSIS 1.1 cable system [17] which @ T 1) = {2 (“’(t) +pw®) +O‘)J - @
allows us to investigate cable modem network operation
in a real testing environment. Within the testbed we The alpha parameter is the main control parameter,
can simulate a variety of typical ISP scenarios, whialthich determines the equilibrium bandwidth share for a
allows us to explore interactions between TCP floflow and the aggressiveness during the additive increase
control behavior, various ISP-configured DOCSIS-basetiase when queueing delay is zero. So, the performance
parameter settings (e.g., upstream (US) and downstreafAST is fully dependent on how this parameter is set,
(DS) bandwidth limits) and end-user perceptions dfowever, the optimal value of alpha is difficult to set in
overall system performance. In previous work [1], wpractice.
provided an insight into the interaction between the In [1] we focused on the problem of tuning alpha
DOCSIS MAC protocol and FAST TCP applicatiorin two different low-speed environments involving the
performance where we experimentally characterized tB®©CSIS cable modem and simple low rate links, re-
impact of downstream and upstream bandwidth limits @pectively. This problem has been addressed for the high-
the overall FAST TCP performance through the DOCSkpeed regime only, for which a simple rule of thumb (for
cable system. In order to get a better understandingtohing alpha) was proposed. For high speed links, it has
how the DOCSIS system interacts with the FAST flolween recommended thatbe set to cause a given small

Il. BACKGROUND AND OBJECTIVES
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queueing delay (that is just large enough to be reliably
measured or detected), such as 2ms [20]. In order to
cause queueing delay of 2 ms, the rule of thumb is to set
alpha to 2C where C is the capacity of the bottleneck

100 Mbps (Il ST ——» 10 Mbps =]
i =9 =

100 Mbps 100 Mbps|

Ethernet Switch 1) *5e

Cisco 3550 CMTS

link in packets/msec. The results in [1] showed that thig T sever | WANEmuator - icisco utr7100 =
. . ) inux ree ummyNet 100 Mbps

rule of thumb does not work in low-speed environment, it eV %

gives insufficient queueing (and consequently FAST can- DOCSISsystem 1260 L1905 -

not achieve its maximum throughput), especially when

DOCSIS links are used. The study presented in [1] only Fig. 2. Test setup

considered static scenarios where the bottleneck link in
the access network carried either one or two FAST flows.
In this paper, we build on this work and extend th@ cable modem termination system (CMTS) - a bridge
analysis to network scenarios involving multiple flowsunning Dummynet [9] under FreeBSD and a standard
of FAST interacting over a single bottleneck link in dthernet switch are used to emulate a typical ISP net-
variety of access network scenarios involving a singl&/ork. The sender, the receiver and the dummynet router

as well as multiple CMs. Specifically, important pointgre 2.4 GHz Intel Celerons with 256 MB of RAM and
for investigation that we consider are: 100 MbpS Ethernet cards. The switch is a Catalyst 3550,

« Maximum achievable utilisation of the system as %1€ CMTS is a Cisco ubr7100 and the CM is a Cisco
function of the number of flows and, most importPro05, which also acts as a router.
tantly, what setting of the main control parameter All the links in the network except for the bot-
alpha for the individual FAST flows would petleneck link have capacity 100 Mbps. The bottleneck
required to achieve that maximum. DOCSIS link was configured with various bandwidths
. Investigation of the fairness properties of the FASH the downstream (DS) and upstream (US) channels

protocol in a dynamic environment where flows joidin the range of 0.5-3Mbps) through adequate config-
in a random fashion. uration of the CMTS, which governs transmission in

Investigation of a suitable parameter tunings '€ DOCSIS network. The buffering on the bottleneck
overcome difficulties or optimise FAST TCP for thdink was 1024 ms, the maximum value of the Cisco

above scenarios. CMTS [22] configuration (details of the CMTS channel
capacity and buffer configuration are provided in [2]).
I1l. DOCSIS TESTBED CONFIGURATION The Dummynet was configured to emulate a high-speed

We have experimentally evaluated the performance \8fide Area Network (WAN) path of 100 ms Round Trip
FAST over two different access networks, each with Eme (RTT) without imposing any limitation on the
single bottleneck link. One contained a DOCSIS cabtiownstream (DS) and upstream (US) channel capacities.
modem, and the other was a simple rate-limited linlddditional constant delays, notably in the DOCSIS link,
We considered two different sets of experiments fonake the total RTT approximately 115ms when no
the analysis of performance and fairness of FAST TQRaffic is present. The dummynet used a buffer size of
on a testbed designed to simulate a typical custoni#48 kbytes (involving two pipes in series, each of 1024
attachment to ISP offering content from local servekbytes) in order to ensure that no packet loss occurred
on the ISP’s network. in the core network ([2]). The experiments consisted of

Figure'2 shows the testbed used for our experimentdinning multiple TCP flows with 1500-byte packets on
The testbed uses real world DOCSIS equipment andtlig downlink (The DOCSIS link also transmitted low-
integrated with the existing Broadband Access Researelie keep-alive messages). To generate network traffic
Testbed at CAIA [7]. The implementation of the FASTand to measure throughput we used iperf [24] software
TCP testbed employed in our study is described in dettdol and tcpdump [25] was used as a general network
in [2]. monitoring program.

The testbed consists of four end hosts: one sendefFor the experiments involving a simple low-speed
(TCP server), which run Linux with Caltech’s FASTIink, the DOCSIS system was bypassed. Instead the
patches and three receivers, which run standard Lineame Dummynet that emulated the WAN delay was also
In addition to the DOCSIS cable network - comprisedonfigured to emulate the bottleneck capacity limits in
of a system of up to three cable modems (CMs) ammbth the DS and US, and the limited buffering on the
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bottleneck link. The dummynet RTT was still set to
100 ms. 2000 -

2500

IV. MULTIPLE FLOW RESULTS

2000
One of the main findings reported on in [1] was that
the cable modem system introduces consistent additional

1500

Throughput (kbps)

delays when the link is highly, but not fully, utilised, JJ

and that these delays result in the need for a congestion sor e —
window larger than the bandwidth-delay product. This in ol oy
turn, requires that the main FAST TCP control parameter Alpha

alpha (i.e., the targgt. queue size) be set _Iarge enoy gh. 3. Throughput vs. alpha for a single FAST flow for DS=3Mbps,
to allow for the additional packets stored in the cablgs_s;okpps, DOCSIS and simple link [1].

modem link. As a result of these delays, the throughput
achieved by a FAST flow in a DOCSIS access system

is much less than in an equal rate simple link. Other 3000
important observation was that the requiregtaluedoes
not scale inverselwith n where n is the number of
flows on the bottleneck link. Namely, from theory we
expect whenn FAST flows share a single bottleneck
link, the total queueing at the link to be«. Thus, if
the only reason to need > 1 were to ensure that the

2500

2000

1500 [

1000 [

Aggregate Throughput (kbps)

qgueueing delay was larger than the timing uncertainties, 500 ¢ S ——
as is the case in high speed networks, we would expect 0 : ‘ . Nomipal capaciy

. . . 0 5 10 15 20 25 30
the requiredn value to scale inversely with. In other Alpha

words, one wouldn’'t expect the total target queueing
; ; t5). 4. Throughput versus: for two FAST flows for DS=3 Mbps,
Slg\llsé/ to change with the increase of the number of Tcﬂ%zslz kbps, for simple and DOCSIS finks [1],

The results in [1] showed that this expectation from
theory does not hold in DOCSIS-based shared mediyRq inline with the analysis conducted in [1], our aim is

from [1] for the total throughput obtained by one angh the DOCSIS system.

two FAST flows as a function ofe for both a simple

link with downlink/uplink speed of 3 Mbps/512 kbps and\: Single Cable Modem System

a DOCSIS link of the same speed, shown in F8). We now extend the above mentioned study to consider
and Fig.l4, respectively. It can be seen that a singleultiple FAST flows sharing a single bottleneck link in
flow needsa = 13 or target queueing delay of 52m9OCSIS cable modem system. Specifically, we consid-
to achieve full utilisation on a 3Mbps DOCSIS link.ered a system of four, six, eight and ten TCP connections,
Contrary to our expectation, that when two flows anespectively, which were generated and run as concurrent
sharing the link each individual flow needs= 7 (which iperf sessions from the TCP server to the receiver. For
would again give a total queueing delay of 52 ms), thbis set of experiments, all flows shared the same cable
required o rather than decreasing by a factor of twanodem (and receiver). The parameter was set equal
actually, increased to 22. That corresponds to a tofal all TCP connections and varied from 1 to 30. Each
target queue size of 44 packets or a delay of 176 ms. Thigoeriment was run 10 times for statistical accuracy,
trend of superlinear buffer requirements is concerning, iasulting in a total of 1200 tests for each considered
light of the fact that the cable modems had a defauitpe of access network (simple low-speed links were also
“traffic shaping” buffer with maximum delay 512 msconsidered).

which can be increased to at most 1024 ms [22]. Hence Figurel5 shows the aggregate throughput obtained by
the first point of investigation in this paper is to see if thifour FAST flows as a function ofv for both a simple
trend ofincreasing alphaon DOCSIS link is continuing link with downlink/uplink speed of 3 Mbps/512 Kbps and
with the increase of the number of flows. Subsequently, DOCSIS link of the same speed. This demonstrates
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Fig. 5. Throughput versus: for four FAST flows for DS=3Mbps, Fig. 7. Throughput versus for six FAST flows for DS=3 Mbps,
US=512kbps, for simple and DOCSIS links.

Aggregate Throughput (kbps)

3000

2500

2000

1500 [

1000 [

500

bttt At A

DOCsIs

.
20

. . . h
40 60 80 100 120
Aggregate Window Size (packets)

US=512kbps, for simple and DOCSIS links.

Aggregate Throughput (kbps)

3000

2500

2000

1500

1000 [

500 [

R

S o AR R it SRR b s o

DOCsIs

50

100

150

200

Aggregate Window Size (packets)

Fig. 6. Throughput versus window size for four FAST flows forFig. 8.

. . Throughput versus window size for six FAST flows for
DS=3Mbps, US=512Kbps, for simple and DOCSIS links.

DS=3Mbps, US=512Kbps, for simple and DOCSIS links.

that o = 3 is sufficient for full utilisation on a simple . L

3Mbps link, but that a much larger value, = 12 is r(_equweda =3 Th'.s IS not too l_Jnexpected, however,
required on a 3Mbps DOCSIS litk Consistent with since we showed in [1] that it is r_easonable_ to need
the results from [1], the throughput achieved by a FASY 2 _3_for reasons other than needing queueing delay.
flow for a givena is much less in a DOCSIS acces§pemf|cally, we showed_ _that_ there are two major_effects
system than an equal-rate system not running DOCS .work causing low utilization .fou <= 3. The first

At 3Mbps with 1500-byte packetsy — 3 corresponds of these is caused py thlaurstlness_due to delayed
to a delay of 12ms and = 12 corresponds to a delay ofgcknowIngemgntyvhlle the second is caused by the
48 ms, which in both instances is much larger queuei eger arithmeticof the rule that FAST uses to update
delay than what is necessary to obtain accurate timif} window (Eqll). The delayed ACK mechanism causes

estimates. The reason for needing such a large queuél % back-to-back ‘packets to be transmitted at once,

is discussed in the following, starting with the simpl¥v ch even a_lt low utilization of the I!nk, results in the_
link case. mean queueing delay to be overestimated by an entire

If the reason for needing = 4 in the single flow case packet time. To account for this effect, FAST needs

(Fig.B) were simply to allow for delay jitter, we would at leastae = 1 to achieve full utilisation. The second

expect in the case of four flows to achieve full bandwidt%ﬁzzt’ iﬁi?esaesdegyk;[ healtmr?\%i; ?\:\'It:r?fitr'cagg;lsreggge[;?)at
utilisation with « = 1 for each flow, as opposed to th{‘I y . . . .
ote, however, that the impact of the integer arithmetic

1The slight reduction from full capacity is mostly accounted fogependS on the amount of rounding at the particular

by the 2.5% overhead of TCP and IP headers (20+20 bytes out&fUilibrium point, which means that combined the two
1500). effects one can observe instances where full utilisation
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. , . . TABLE |
is achieved withae = 1 (when the amount of rounding
TARGET ALPHA AS A FUNCTION OF NUMBER OF FLOWS IN SINGLE

from the integer arithmetic operation is zero). Equally, CM sysTEM
the requirement ofv > 3 in some instances may be due
to some additional burstiness, other than the unavoidable
burstiness from the delayed ACKs. In our case, the
experimental results for the simple link case match well
the expectations from theory.
For the discrepancy in the DOCSIS case, (i.e., at 3 2
Mbps o = 12 is needed for full utilisation, compared 4 48 192 12
6
8

Number of | Total alpha | Total queueing| Per-flow
flows - N | required -ar delay (msec) | alpha«

1 13 52 13
44 176 22

to « = 3 on a simple link) there could be several 54 216 9
possible reasons, as discussed in [1]. First possibility is 72 288
that the random delays introduced by the MAC protocol 10 80 320
of the DOCSIS system interfere with FASTs estimate of
the queueing in the network, resulting in the congestion
window being too low. A second possibility is that the
actual window size required to achieve a full utilizatione., it may buffer packets even when the link is idle
in a DOCSIS system is larger than the bandwidth-delégue to the Request-and-Grant scheme it employs) and,
product as a result of the additional queueing that thieerefore, o needs to be set large enough to allow for the
MAC protocol introduces. additional packets stored in the cable modem link. Due
To investigate the second possibility, the throughpta this additional queueing delay on the cable modem
achieved is plotted against the aggregate window sizeliink, occurring before the link is fully utilised, the total
Figure 6 for the 300 experiments conducted with fouarget queueing delay increases with the increase of the
FAST flows usinga values from 1 to 30. From theorynumber of flows i.e., total queueing delay of 192 ms for
we know that a bottleneck link carrying a number dour flows, as opposed to 176 ms for two flows and 52 ms
flows in a purely deterministic network will be fully for the single flow. Thus, contrary to the expectation from
utilized if the flowss aggregate window size is at leagfeory, the total queueing delay does change (constantly
the “bandwidth delay producty times the link capacity. increases) and the target queue siz&loes not scale
For a 100ms (or 115ms) path with a bottleneck link dfiversely with the increase of the number of flows.
3 Mbps, this is 25 (or 28) packets of 1500 bytes. For Let us now consider the case of six flows sharing
smaller windows, the throughput reduces in proportian single bottleneck link. The results for this set of
to the window size. From Fig6 it can be seen that theexperiments are summarised in Figand Fig.8, which
expected behavior is observed for a simple link (i.e., fubhow the aggregate throughput as a functiorvaéind
utilization is achieved for a total window size equal tthe aggregate window, respectively, for both a simple link
the bandwidth delay product of 25 packets). Howevesith downlink/uplink speed of 3 Mbps/512 Kbps and a
the DOCSIS system consistently yields lower utilizatioDOCSIS link of the same speed. It can be seen that
than predicted and the total windows size required f&BAST requiresa = 9 to obtain full utilisation using
full utilisation is significantly greater than the bandwidtidbOCSIS, compared witlh = 3 on a simple link. As
delay product (28 packets) i.e., full utilisation is achievegreviously observed for the case of two and four flows,
for a total window size of 68 packets. Thus, even iffe can see that the value does not scale inversely
FAST correctly sets the window size to the bandwidtiwith the number of flows, and that the total queuing
delay product plusg, full utilisation will not be achieved delay has increased further with the presence of more
unlessa > (6828)/4 = 10 packets. As discussedflows to 216 ms. This is not as big a jump as from one
previously, the integer arithmetic of the rule which FASTo two flows, but we can still see the undesired effect of
uses to update its window can requirdo be increased an increase in buffering requirements with more flows.
by 2, yielding a requirement ok = 10 + 2 = 12 By analyzing the results from Fi@, it can be seen that
packets for full utilization. This is precisely what wefull utilisation on a simple link is achieved for a total
observed in Figl5, suggesting that FAST's ability tocongestion window equal to the bandwidth delay product
estimate the queueing in the network is not affected 25 packets, whereas on a DOCSIS link much larger
by the delay fluctuations introduced by DOCSIS. Thisongestion window is required i.e., 70 packets. Again,
indicates, however, that DOCSIS is not work conservirgssuming that FAST correctly sets the window size to

CAIA Technical Report 060523A May 2006 Page: 6 of 11



the bandwidth delay product plus, indicates that full
utilistaion can only be achieved if the target queue size
for each flow is at leastv = (7028)/6 = 7. When the
effect from the integer arithmetic is accounted for, the
target o increases to 9 and this precisely matches the
obtained results (Fig7). We extended this analysis to
the case of 8, and 10 flows, summarised in Tdblend

the results consistently confirm the previous observation
that FAST window size is not adversely affected by the
randomness of the delay at this operating point. The
continuous increase in total target queueing delay and
non-inverse scale of alpha with the number of flows |,

. 9.
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Throughput versus for 2 FAST flows in 2 CMs (1 flow

attributed to the additional delays and packet bufferin@r cm) for DS=3 Mbps, US=512kbps DOCSIS link.

on the cable modem link, occurring due to the non-
work-conserving nature of the Request-and-Grant Cycle
mechanism that DOCSIS employs for controlling data
transmission on the DS and US channels.

B. Multiple Cable Modem System

We have extended the experiments further to consider
multiple FAST flows sharing a single bottleneck link
(DS=3 Mbps and US=512Kbps) in a DOCSIS system,
comprised of two and three cable modems, respectively.
The experiments consisted of running multiple iperf
sessions from the TCP server to all receivers concur-
rently, starting with a single flow per cable modem and

3000
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Aggregate Throughput (kbps)
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Nominal capacity
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gradually incrementing the number of flows per cabFfg. 10. Throughput versus window size for 6 FAST flows in 2
modem to 2. 3. 4. 5 and 10. All flows had the Sam%Ms (3 flows per CM) for DS=3Mbps, US=512Kbps DOCSIS link.

RTT of 100 ms and started and terminated at the same

times. Thea parameter was set equal for all TCP flows
and varied from 1 to 20. Each experiment was run 1
times for statistical accuracy.

We plot the aggregate throughput versus alpha fo

TABLE 1l

CMsS SYSTEM

JARGET ALPHA AS A FUNCTION OF NUMBER OF FLOWS IN TWO

this test suite and the results for 2 CMs and 3 CMs

are summarised in Figur@ - Figure10 and Tablell

and Tablellll, respectively. When including multiple

modems in the access network, the same property
increasing target queueing requirements for more flows

continues to show. Interestingly enough, however, the

required value of alpha for maximum throughput is

actually lower than what was required in single cable

Number of Total alpha | Total queueing| Per-flow
flows per CM | required -ar delay (msec) | alpha«
1 12 48 6
f 2 16 64 4
3 30 120 5
4 32 128 4
5 30 120 3
10 60 240 3

modem system and with the increase in the number of
flows tends to asymptote towards the “simple-link” target
alpha requirement ofc = 3.

estimated as the difference between the mean RIT
and the round-trip propagation delay, which is in turn

V. FAIRNESSANALYSIS

estimated as the minimum RTT observed by any packet

As discussed in Sectioi, FAST regulates a source’sd (also calledbaseRT7J. Inherent problem with delay-
transmission rate by adapting its window size in responisased congestion control algorithms (this also affects
to the measured queueing delay. The queueing delayTBP Vegas) is that, if the actual round-trip propagation
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estimation of thebaseRTTwould affect FAST. For
3000 this analysis, we consideredparsistent congestiotest
2500 | ] scenario which demonstrates how a situation may arise
where certain flows underestimate their queueing delay
relative to other concurrent flows, which subsequently

2000

Aggregate Throughput (kbps)

15007 ] results in unfair share of the resources.
1000 ] The following tests were performed for both the
so0 | Cable modem 1 —— | DOCSIS and the simple link, respectively. For a given
Sable modem 3 —— run, persistent sources from the same host (TCP server)
) ) ‘omlnal capacity i ki :

% 5 10 15 20 25 were added gradually i.e., starting with one flow, every
Alpha 60 seconds an iperf flow was added, up to 10 flows in
Fig. 11. Throughput versus: for 3 FAST flows in 3 CMs (1 flow tOtal. For this set of experiments, QI_I flows were set with

per CM) for DS=3 Mbps, US=512 kbps DOCSIS link. samea« parameter, which was initially set ta = 1,

and all flows shared the same cable modem (receiver).
The bottleneck link was configured with DS and US

Interesting questions that we set to investigate are“how
many flows are required to observe unfairness” and “how

1000 [

3000 bandwidth of 3Mbps and 512kbps, respectively, and
Z anN with round trip propagation delay of 100ms (i.e., RTT
% =0T | = 100ms applied to all flows). We repeated the same
g: 2000 ¢ ] experiment with different alpha values for the flows i.e.,
E 1500 - 1 1>a>25.

Cable modem 1 ——

500 Cable modem 2 —— 1 does the fairness compare with the theory”. From theory,
0 ‘ ‘ Norminal capacity we expect the first few flows to observe the correct
° ° C 2 N baseRTT and, therefore, to be treated fairly. As the

number of flows (and hence mean queue size) increases,
Fig. 12. Throughput versus window size for 9 FAST flows in 3ye would expect flows to observe higheaseRTTsand
CMs (3 flows per CM) for DS=3Mbps, US=512Kbps DOCSIS link, . . . ’ .
start observing unfairness due to persistent congestion.
For larger alpha, we would also expect the number of
flows required before observing unfairness to decrease.
Figurell3, Figurel4, Figurel5 and Figurel6 plot the
observed throughput versus time for all 10 flows using

four different FAST control rulese =1, a =2, a =5

TABLE Il
TARGET ALPHA AS A FUNCTION OF NUMBER OF FLOWS IN THREE
CMs SYSTEM

ﬂ(')“v‘j;“ fjg{ ng r;;ﬁﬁlezl?g Tg;?;;?gﬁ'g)g Zﬁ;,;f;";” anda = 10, respectively. The results show the predicted
1 18 - 5 general behaviour. Each time a new flow is introduced,
we see that it achieves the highest throughput at that
2 30 120 > time. As explained before, this is because a new flow
3 36 144 4 sees a largebaseRTTand, hence, estimates a lower
4 48 192 4 gueueing delay, which consequently results in getting a
5 45 180 3 higher rate for the flow. In other words, later joining
10 90 360 3 FAST flows underestimate their queueing delay relative
to early joining flows and this results in unfair share of
the resources. Note, however, that all flows see the same
total delay.
delay is inaccurately estimated byaseRTT this will It can be further observed, as expected, that for small

results in unfairness [15]. Note that, this is a realistigipha (i.e.,o« = 1) the number of flows required to
occurrence in operational networks as router’s queusisserve unfairness is larger compared to higher alpha
are never completely empty. values. Fora = 1, the first three flows are treated fairly
In the following, we evaluate the fairness of FASTnd only when the 4-th flow is introduced, unfairness is
and, specifically, investigate how the possible inaccuraibserved, which becomes even more pronounced with
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Fig. 13. Throughput versus time for 10 FAST flows set with= 1  Fig. 15. Throughput versus time for 10 FAST flows set with= 5
for DS=3 Mbps, US=512 kbps simple link. for DS=3 Mbps, US=512 kbps simple link.
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Fig. 14. Throughput versus time for 10 FAST flows set with= 2  Fig. 16. Throughput versus time for 10 FAST flows set with= 10
for DS=3 Mbps, US=512 kbps simple link. for DS=3 Mbps, US=512 kbps simple link.

the further increase in the number of flows. When tHw on the link, averaged during the time interval in
FAST control rule is set tax > 1, the number of flows which the second flow is introduced and, similatk,=
before unfairness starts to occur rapidly decreases eZxgis the ratio between the throughput of the fifth and the
for &« = 2 the number of flows is 3 (as shown orfourth added flow, respectively. The results are averaged
Figure/14) and fora > 3 (o« = 5 and «=10 are shown across 10 runs. From theory, we would expect for small
in Figure/15 and Figurel6, respectively) the number ofalpha values this throughput ratio to be close to 1 and it
flows is 2. Note that, for a single FAST flow, > 3 was should be slightly increasing with the increase of N. In
required to achieve full utilisation on a 3 Mbps/512 Kbpgeneral, as expected, we observe that the larger alpha the
simple link (see SectioiV)) suggesting that in ideal more unfairly the old flows are treated, which have an
operating conditions unfairness will be experienced taccurate estimate of their propagation delay. However,
every flow except for the first one. due to the additional randomness in the queueing that

In the case of the DOCSIS link, because of the extROCSIS introduces there is slight oscillation around the
randomness in the queue size, it can be seen that @@ected values, especially, for small alpha values.
unfairness is even more pronounced with the increase inAlthough, the presented experimental results are con-
the number of flows (see Figufe’). We summarise the clusive in that they match well the expectation from
DOCSIS results in Figur&8, by plotting the ratio of the theory, for future work it would be interesting to in-
throughout achieved by the last and the second last fleestigate the fairness of FAST with different RTTs
for all flows and various alpha values (1, 3, 5, 10, arfdr the persistent sources, configured with same alpha
15). For example)N = 2 represents the ratio between thparameters. For example, one can consider dynamic
throughput of the second added flow and the very firstenario, where new flows are added with RTTs much
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in realistic low speed access networks.

We also considered the issue of unfairness associated
with FAST TCP operation due to inaccurate estimation
of the round-trip propagation delay. Using a “persistent
congestion” test scenario we demonstrated how certain
flows, specifically, later joining FAST flows may con-
sistently underestimate their queueing delay relative to
early joining flows, which results in unfair share of the
resources. The extensive results showed that fairness is
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Fig. 17. Throughput versus time for 10 FAST flows set with= 10 Also the larger _alpha the more unfairly the old ﬂOWS_
for DS=3 Mbps, US=512 kbps DOCSIS link. are treated, which have an accurate estimate of their
propagation delay. Finally, in the case of cable modem
: ‘ ‘ ‘ ‘ ‘ ‘ ‘ links, the unfairness is even more pronounced, as a result

of the additional delay that the MAC layer mechanism
(i.e., Request and Grant Cycle) of DOCSIS introduces.
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