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Abstract— Network coding is a new research area that is likely
to have interesting applications in practical networking s/stems.

With network coding, intermediate nodes may send out packet
that are linear combinations of previously received infornation.
There are two key benefits of this approach: potential throudpput Alice 5 . Bob
improvements and a high degree of robustness. Traditionafi — B .
network coding has been employed in the domain of multicast (Q e O
and broadcast networks. Recently, it has found applicatioa in Q
peer-to-peer and wireless networks. However, the bulk of wi on
network coding is of theoretical nature and there exists vey little I Aice's Packet
experimental work that quantifies the efficacy of this approah [ Bob's Packet
in practical environments.

In this paper, we evaluate the performance of network coding
in a wireless network using test-bed experiments. We use are
node chain topology, where each node is equipped with a 802.1

card. Our results show an average throughput gain of 1.2 with
network coding. Our insights reveal that the performance of

Fig. 1. Scenario without network coding

network coding relies heavily on the presence of bi-directinal

traffic. If the difference in the upload and download traffic loads

is negligible, large number of coding oppurtunities may arse, Alice — P S Bob
which results in a significant decline in the average queue =& j Qj
and the packet loss rate. We believe that with carefully degned M0

topologies the gains from network coding could be even more

gnd are likely to be significant enough to motivate deploymen (Afos's peckst XOR Bab's
in APs. packet)

|I. INTRODUCTION

Wireless networks have become indispensable; they pi Fig. 2. Scenario with network coding
vide the means for mobility, city-wide Internet connediyi
distributed sensing, and outdoor computing. However,enirr their respective packets to the router, which XORs the two
wireless networks support transmission rates which areast | Packets and broadcasts the XOR-ed versilice and Bob
an order of magnitude smaller than the capacity typicalcan obtain each others packet by XOR-ing again with their
available in wired networks. Furthermore, current wirgle<Own packet. This process takgstransmissions instead df
implementations suffer from throughput limitations andrdd ~ Saved transmissions can be used to seewidata, increasing
scale to large, dense networks. the wireless throughput.

Network codingds a potential way of increasing the through
put of wireless networks whereby an intermediate node mix
packets from various senders and sends them in a sing.ln network coding, we allow an intermediate node to com-
transmission. This increases the information content of bkine a number of packets it has received or created into one
packet and thus may increase the throughput of the netwook.several outgoing packets. Assume that each packet t®nsis
In order to get a feel of the idea behind network codingf L bits. When the packets to be combined do not have the
consider the scenario in Figure. 1, whé&lece andBobwant to  same size, the shorter ones are padded with traiingwe
exchange a pair of packets via a router. In current appra@achean interprets consecutive bits of a packet as a symbol over
Alice sends her packet to the router, which forwards Bah, the field F»s, with each packet consisting of a vector bf s
and Bob sends his packet to the router, which forwards it teymbols. With linear network coding, outgoing packets are
Alice. This process requires transmissions. Now consider alinear combinations of the original packets, where additiod
network coding approach (See Figure B)ice andBobsend multiplication are performed over the field:. The reason for
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choosing a linear framework is that the algorithms for cgdira reduction in the number of required transmissions, which
and decoding are well understood [1].. allows for interesting energy trade-offs [1].

I1l. WHERE CANNETWORK CODING BE USED? IV. BENEFITS OFNETWORK CODING

In the following, we list a number of applications of networka. Robustness and Adaptability

coding and discuss how its gain could be realized. A compelling benefit of network coding is in terms of

A. P2P Networks robustness and adaptability. Intuitively, we can thinkt thet-

. _ . work coding, similarly to traditional coding, takes infoation
Arguably, the most widely known application using network K d d ded K h h ded
coding is Avalanche [2]. Generally, in a peer-to-peer conte" 2 ets and produces encoded packets, where each encode

distribution network, a server splits a large file into a nmmbpacket 's equally important. Provided we receive a sufficien

of blocks. Peer nodes try to retrieve the original file by dew number of encoded packets, no matter which, we are able

. e "o decode. The new twist that network coding brings, is that
loading blocks from the server but also distributing down;. " Lo o
. 2 he linear combining is performed opportunistically oviee t

loaded blocks among them. To this end, peers maintain con- o
network, not only at the source node, and thus it is well

nections to a limited number of neighboring peers (random@oited for the (typical) cases where nodes only have incetapl
selected among the set of peers) with which they exchanlﬂ?ormation about the global network state

blocks. In Avalanche, the blocks sent out by the server are
random linear combinations of all original blocks. Simi¥ar B Throughput Gains
peers send out random linear combinations of all the bIocksA . . . .
available to them. A node can either determine how many” P'"Mary r_esult that sparked the interest in network co_dlng
innovative blocks it can transmit to a neighbor by comparirz%éthat it can increase the capacity of a network for multicas

its own and the neighbor’'s matrix of decoding coefficients, OWS. M?rg speuf(ljc_allyt, gonadir ? rllet\lllvorI:h.tha}t can _bed
it can simply transmit coded blocks until the neighbor reesi represented as a directed graph (typically, this is a wire

the first non-innovative block. The node then stops trartsmgit network). The vertices of the graph correspond to termjnals

to this neighbor until it receives further innovative bledkom and the edges of the graph corresp(_)nds_ to char_mels. Assume
that we haveM sources, each sending information at some

other nodes. Coding coefficients are transmitted togetlitbr w_. i av . Al : int ted i
the blocks, but since blocks usually have a size of hundr en rate, an recelvers. recelvers are interested in
receiving all sources.

of kilobytes, this overhead is negligible. In oth d hen the N . h th work
Network coding helps in 1) It minimizes download times n other words, when the N receivers share e network
sources, each of them can receive the maximum rate it

2) Due to the diversity of the coded blocks, a network codin; d h ‘ ) it it . Il th work
based solution is much more robust in case the server leayas Ope 10 receive, even It it were using all the: networ

early (before all peers have finished their download) or fpsources by |_tself. Thus, network coding can help to better
the face of high churn rates (where nodes only join for are the available network resources. Network coding may

short period of time or leave immediately after finishingilthe0 er throughput benefits not only for_mulncast flows, butaal
download) [1]. for other traffic patterns, such as unicast.

B. Wireless Networks V. PRACTICAL WIRELESSNETWORK CODING

Bidirectional traffic in a wireless network: Residential ~ 1he design of a practical wireless system employing net-
wireless mesh networks: Even a limited form of network codVork coding must answer some of the following question:
ing which only usescor to combine packets may significantly « At which layer should network coding me implemented?
improve network performance in wireless mesh networks. All « How should a coding layer be designed?
transmissions are broadcast and are overheard by the neigh- ) ) )
bors. Packets are annotated with summary information ab&tt At Which layer should coding be implemented?
all other packets a node already heard. This way, informatio Wireless is a broadcast medium, creating many opportu-
about which nodes hold which packets is distributed withi t nities for nodes to overhear packets when they are equipped
neighborhood. A node caxor multiple packets for different with omni-directional antennae. However, broadcast exgka
neighbors and send them in a single transmission, if eaich802.11 networks are unreliable, which may introduce high
neighbor already has the remaining information to decode thacket loss rate especially when the load is high. A mecha-
packet. nism must be chosen to circumvent this problem. A general
Many-to-many broadcast: Network-wide broadcast is usegproach is to us@seudo-broadcastvhereby reliability is
for a number of purposes in ad-hoc networks (e.g., rout@plemented at the coding layer. Unicast packets are still
discovery) and can be implemented much more efficiently witiverheard by the nodes (since they are set to be in promiscuou
network coding. Already a simple distributed algorithm fomode) and sent to the coding layer. If the coding layer is just
random network coding reduces the number of transmissiondlyove the MAC layer, the delay of moving packets higher
a factor of 2 or more, leading to significant energy savings. In the protocol stack can be saved and thus implementing
such a setting, a larger transmit power directly translates reliability at this layer would incur lower cost.



A. Number of flows in the network

Packels in
2 Next Hop
B's Queue Coding Option

Bl — 4 F.5 When the number of flows in the network is increased, it
"o F-A is highly likely that more coding opportunities would arise
:’c P+l This in effect would result in higher throughput. However,

when the number of flows are increased beyond a certain
threshold, higher load leads to contention which may result
Fig. 3. An example of Opportunistic Coding in a higher packet loss rate. Since these packets would also
contain reception reports, the loss of which would prevent
the intermediate node in making the best possible coding
When a wireless router (or a node in an Ad hoc networklecision. This would impact the overall performance gaia du

receives a number of packets for forwarding, then it must network coding.

answer the following questions:

, B. Kind of traffic
« Which packets should to encoded? L . .
« How many packets should be encoded? Applications running over TCP would have different of

« When should it encode packets? How long should tains from network coding as opposed to applications that
router wait before making a coding decision? run over UDP. This happens because of TCP’s sensitivity to

The first two decisions depend on what packets have b acket loss and reordering. Packet losses and packet riegrde
P P Fces TCP sender to go into fast retransmit and timeouts

Eeardd_by the_ nodes Iin th_ehneighb(;lurhoodkof the r_OUt%hich causes them to cut their congestion window sizes into
hcoding a given packet with — 1 other packets requireSy ¢ - rhig results in a significant reduction in the offered

that each next-hop node must have_l packe’Fs in ordgr for 15ad and thus impacts the number of coding opportunities
the packet to be decodable. So the first task is to devise a At may arise. UDP traffic, on the other hand, does not
.Of gert1t_|ng tdh's. mforma‘qon from thehnelghboun_ng_noﬁesnsTh exercise congestion conttond thus the offered load does
is achieved via reception reports that are periodicallyt sgn nﬁ%vary significantly. This causes more coding opportasiti

the nodes in the neighbourhood, these reports are generglyy acuits in higher throughput improvements
annotated with data packets. The process of listening packe '

and reports from nodes is calledOpportunistic Listening C. Topology

Opp_ortunistk_: Qodingefgrs to t_he process of m.aking thg r_np_st The capacity of general network coding for unicast traffic
efficient decision possible. Since many coding possiesiti i «ij| an open question for arbitrary graphs [4].

may exist at any time, the router, however, must make the bes igure 4 shows some simple topologies for which the
codl_ng _deC|S|_0n. Figure 3 shows an exampl@qﬁp-ortumst}c theoretical coding limits are known. For the chain topology
Codingin action [3]. NodeB has a number of coding Cho'cesshown in Figure 4(a), [3] showed that the gain tends tas

that it can take. Although coding1 and P3 would result in the number of intermediate hops increase. The “X’ topology

a gain but it is not the best coding decigion possible. In_f s a maximum theoretical gain b3 “Cross” topology has
B can encodéP1, P3 and P4 together which would result N 1 6 whereas the “Wheel” topology has a maximum gair2of

T efvlei\n r_\igherl g.ain. This decision essentially ranslates | It should be noted when opportunistic is employed the coding
the Tollowing rule: gains may increases as shown by [3].

{b) Nexthops of packets in Bs quene (<) Possible coding options

B. How should a coding layer be implemented?

To transmitn packets,py,...,p, t0 n next-hops,

r1,....,mn, a node can XOR the packets together D. Interference and Noise
only if each next-hop; has alln —1 packetsp; for The throughput gain of coding depends considerably on the
J#i level of interference and noise in the wireless network unde

A router cannot wait for long to encode packets becausensideration. It may be the case that users associatedwith
router queues may grow indefinitely in the meantime, ther&P which uses network coding has many other neighbouring
fore, a Coding decision must be made as soon as possiﬁl%g which interfere with it. This increases the likelihoofd o
which also requires that the process of encoding be tifd@cket losses and that of reception reports.
efficient, E. Amount of upload and download traffic

VI. FACTORS AFEECTING NETWORK CODING GAINS Coding opportunities arise when packets from two or more
different nodes traverse an intermediate node. When tisere i

Throughput gain of network coding depends on the exignly uni-directional traffic, the coding opportunitiessarionly
tence of coding opportunities, which themselves depend gayween data and acknowledgment packets in the opposite
the traffic patterns. Factors affecting traffic patterndudes girections. Since ACKs are typically much smaller than data
1) Number of flows in the network 2) Kind of traffic (TCPpackets, it results in the padding of ACKs witk. Therefore,

or UDP) 3) Topology 4) Interference and noise 5) Ratio of) |nformation content produced due to coding is reduced
upload and download traffic rates etc. In this section we will

give some intuition behind the effect of each of these factor !Applications on top of UDP may exercise congestion control



E@*_,.@j*_.ﬁﬂ aes @94_, H:;I the only destination would issue an ACK at the MAC layer.

- However, other nodes will strip the MAC headédaut would

(a) Chain topology; 2 flows in reverse directions. not invoke the reliability measures of the MAC layer sincatth
(nd) would have been the case only if the destination address was
by for the concerned node. Therefore, reliability for suchkess

- 2 [ is implemented at fche coding Iaygr which resides petwe_en the
—\ e o - I,;;\ﬁ ______ (3 network and.data link layer. In this case, .each native pasket
(mir” R e ACKed and in case of loses, a retransmitted packet may also

T T I be encoded.
Ijlrﬁ\" x‘(n__’\. -

- ,1;-/\, VIl. EXPERIMENTAL SETUP

(b) “X* topology (¢) Cross topology A. Testbed Characteristics
2 flows intersecting at n. 4 flows intersecting at ; We used the implementation (called COPE) provided by

Katti et al. [3] for our real testbed experiments. Nodes in
the testbed run Red Hat Linux. COPE is implemented using
the Click toolkif. The implementation runs as a user space
daemon, and sends and receives raw 802.11 frames from the
wireless device using a libpcap-like interface. The impem
tation exports a network interface to the user that can lagede

like any other network device (e.g., eth0). Applicationteract

with the daemon as they would with a standard network
device provided by the Linux kernel. No modifications to the
applications are therefore necessary. The implementasion
agnostic to upper and lower layer protocols, and can be used
by various protocols including UDP and TCP.

The testbed nodes runs the Srcr implementation, a state-
(d) Wheel topology; many flows intersecting at the center node. of-the-art routing protocol for wireless mesh networkseTh
protocol uses Dijkstra’s shortest path algorithm on a degab
of link weights based on the ETT metric. Each node in the
testbed is a PC equipped with an 802.11 wireless card attache
to an omni-directional antenna.

O
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r
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Fig. 4. Simple topologies for understanding the gains ofvogt coding

2) The number of coding opportunities are also reduceg. Traffic Model
When the upload and the download traffic rates are large and

comparable, more coding opportunities arise which resnlts W& used a utility program called udpgen [5] to generate
a significant throughput gain. UDP traffic for our experiments.

F. MAC and Coding layer interactions C. Topology

. . We used the Alice and Bob topology shown in Figure 1 and

HO_W ShOU|_d the cod_lng layer be |mplemer_1ted? The ansngirgure 2. Due to the shortage of resources, we were restricte
to this question question depends on the kind of MAC lay

S only three nodes in our experiments.
under consideration. For our analysis, we consider thel302. y P
MAC protocol since our implementation also uses the same Metrics

data link layer technology. In 802.11 MAC protocol, unicast Our evaluation considers many metrics. The diversity of

exchanges are reliable, however, broadcast is unreliblae. h . I toh d insiaht into th bl

ther any ACKs are sent for broadcast packets nor doest F?se metrics alow us fo have a geeper nsight Into the pno
! . . ..~ ““of'network coding. The metrics that we take into account are

node back-off in the face of high contention. This implie s follows:

that encoded packets and reception reports are very likely ' . ,

get lost. This would significantly affect the performance of * Network Thr_oug_hputlt 1S th_e sum of _the bytes _recewed

network coding. Furthermore, TCP traffic would be adversely ~PY @ll flows in either direction in a given experiment.

affected. Therefore, for practical purposes it seems that t * Throughput Gain The ratio of the measured network

coding gains may not be fully realized if normal broadcast is throughputs with and without wireless network coding

used. The COPE implementation emplqygeudo-broadcast ~ * Average Queue $|z§h|s is the average size of the output

In pseudo-broadcast, the encoded packet is sent as a unicastdUeUe at the coding layer of the bottleneck router.

messag(_e to one of t_he nOd?S' However, since the LAN Ca'rdaJnder normal circumstances, the MAC layer drops those psckbich

are configured to be in promiscuous mode, they overhear evgiy/not destined for it, unless it is not a broadcast packet

packet. Since a unicast packet is destined for a single nodéciick is a software router
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. . 150 : g —mmmeee # R
Our test-bed comprised of three wireless nodes that were "W Nework Goding R
arranged in a chain topology. Each node, was placed at 1 2 3 4 5 & 7 8 9 10

equal distance (roughly two meters) from the router. The Flow!D

experiments were performed in a room where few ARgere ) L ) ] ) )
expected to interfere with the transmissions in our netWOI’kFlg' 7. Throughput variations with and without wirelesswmtk coding
However, since all experiments were in the same environ-

ment, the effects of such interference were not significant _ _ o _
even though such interference limited the maximum possidhgh as1.85, which matches with our intuition of the gains
throughput of our network. All experiments were run for 98Vhen opportunistic coding is usedrhis can be seen in Figure
seconds and each data point represents the average of 10 @ Mdhich shows the cumulative fraction of the number of flows

The data packet size was 1500 bytes. as a function of the throughput gain. Although the average
throughput gain did lie arount.2 but the gain for some runs
A. Throughput Gain with and without Network Coding  was close to2 and for others it was close tb. The runs
The throughput gainis defined as: resulting in a gain of value slightly less thaf tvas used)

may have occurred due to higher packet loss rate, resulting

Gain — Ty 1) in a decline of throughput due to retransmissions of native

wo packet$. Our intuition indicates that running experiments for a

whereT,, and T, are the throughputs with and withoutlonger period of time is likely to remove these outliers (i
network coding, respectively. were not significant) since the overhead due to retransomssi

Figure 5 shows the throughput gain as a function of theould be amortized in that case.
number of flows in the network. It can be observed from the We also noticed a considerable variation in the throughput
figure that the gain stays almost constant.atacross a range when network coding wasn’t used. This maybe due to the
of flows. For a 3 node, chain topology, the maximum gaifluctuations in the interference in our experiment location
without opportunistic codings 1.33 whereaswith opportunis- Network Coding on the other hand is able to mask such
tic coding it tends to2 [3]. The average case performanc@uctuations and thus results in a more sustained throughput
depicted in Figure 5 shows that the gain is very close to tla shown in Figure 7.
theoretical limit of1.33. Some loss in gain occurs because of
the overhead incurred d_ue _tc_) the COding of packets. It S_hOUIdThe implementation that we used for our experiments makes ais
be noted that for some individual runs, we observed gains @portunistic coding

Swhich means that the throughput was In fact reduced whenankig

4These access points are deployed by the Department of Cenfpcience coding
at the University of Pittsburgh “Native packets are un-encoded packets
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Fig. 8. Throughput as a function of the number of flows Fig. 9. Queue Size as a function of the number of flows
B. Throughput as a function of the number of flows eviction of the native packets which considerably redubes t

Figure 8 shows the throughput as a function of the numb@&yerage queue size. This can be see in Figure 9 where the
of flows in the system. It can be seen from the graph that tRgerage queue size with 5 flows (in either direction, with a
throughput gain remains always unchanged as the numbet@gl of 10 flows in the network), resulted in a average queue
flows increased from 1 (in either direction) to 20 (in eithegize of 25 packets as compared to an average queue size of
direction). The difference remains at roughly 30Kbps. ThE00 packets without network coding.

overall throughput was below 350 Kbps. This happens becausé&lowever, as the number of flows are increases in the
of two reasons: network, contention also increases which tends to incrieese

. In our experiments, nodes were arranged such that th@@Fket 10ss and thus the number of retransmissions. Altoug
were no hidden terminals. and the cards were Conﬁgurgﬁransmltted packets are also allowed to be encoded but the
to send at a rate of 1Mbps. higher packet loss rate prevents the throughput from isanga

« The 802.11 MAC roughly divides the rate evenly amon'EV?” further with .Iarger numb.er of flows in the net\_/vor.k_. We
the competing nodes which implies that each node sho glieve that with |mple_mentat|on that caters for reliafilat
get around 333Kbps. This is what we observed in olff® MAC, one can achieve better results.

experiments. ) . D. Queue size as a function of the upload and download traffic
Furthermore, we did observe reasonable asymmetry in g 45

amount of upload and download traffic. This unfairness oc- _ N o

curred because of the comparative quality of the channets fr  C0ding opportunities are significantly more when the upload
the sources of the bottleneck which is generally referreaisto @nd download traffic loads are comparable. Note that coding
the capture effectFor example, in our experiment we observe@2n Only take place in the presence of bi-directional traffic
that at times the channel between Alice and router was betfdguré 10 shows the average queue size as a function of
than the channel between Bob and router, which at times mdf difference in the upload and download traffic loads. As

bob unable to push the same amount of traffic as Alice. the difference increases the average queue size increases.
This happens because with large differences in the traffic

C. Queue size with and without network coding in the two directions, the behaviour of the average queue
Figure 9 shows the average queue size at the bottleneck Ifike approaches that of without network coding since very
router, both with and without network coding. When networfew coding opportunities arise. On the other hand, when the
coding is not used, the average queue remains almost fell (ghfference is almost negligible, the average queue sizeasly
maximum queue size was set at 100 packets). This occ@gso. That is why no packet loss was observed for such cases
because the router receives packets from both Alice and B@&ge Figure 11
each of whom are sending at an average rate of 333 Kb
However, since the router is also only able to send at
average rate of 333Kbps, it results in the queues buildingFigure 12 shows the number of packet dropped as a function
up. This causes packet losses to occur and thus results iof ghe number of flows in the network. Up to 10 flows (in
considerably smaller throughput than with network coding. either direction), the packet drops are less when network
Network coding, on the other hand, is able to derive cocoding is used. However, when the number of flows are
siderable benefit from thielll queuesbehaviour. This happensincreased even further, the drops with coding increase even
because larger queues help the router in coding larger numbigiher than without network coding. This happens because th
of packets together. Since, encoding large of packetshegetimplementation of coding that we are using uses asynchsnou
not only results in higher throughput but also results in theop by hop ACKs for each native packet that is transmitted in

S.
En Packet drop rate with and without network coding
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X. FUTURE WORK
n this work, we only experimented with a chain topology,

comprising of 3 nodes. In the future, we would like to exper-
iment with different topologies so as to better apprecibte t
relationship of coding gains with different network topgies.
We would also like to dwell into theoretical study related

network coding, since many questions like “What is the

capacity of general graphs for the case of unicast trafficrwhe
network coding is used?” are still unanswered [3].

XI. CONCLUSION

Fig. 11. Packet drops as a function of the difference betwhenupload
and download traffic rates

In this paper, we looked into the efficacy of network coding
from a practical perspective. We used the COPE implementa-
tion [3] of network coding for our experiments. The througho
gain for a3 node, chain topology was arourid, although
we did see the gains from individual runs very close t®ur

the encoded packet. This results in a considerably highét Acesults also shows that the coding gains are closely tield wit
traffic than with network coding. This also tends to impaet ththe ratio of the upload traffic to the download traffic As the

total number of packet drops.

IX. RELATED WORK

difference increases, less coding opportunities arisegher,
when the difference is negligible, more coding opportasiti
arise which also results in a dramatic decline in the queue
size and packet drop rate. Our results show that network
coding gains are significant enough to motivate a practical

Research on network coding started with a pioneering papgrdeployment of the paradigm in APs.

by Ahlswede et al. [6], who showed that having the routers mix
information in different messages allows the communicatio
to achieve multicast capacity. This was soon followed by
the work of Li et al. [7], who showed that, for multicast
traffic, linear codes are sufficient to achieve the maximuni)
capacity bounds. Koetter and Medard [8] presented polyabmi g
time algorithms for encoding and decoding, and Ho et al
[9]. extended these results to random codes. Lun et al. [1 J]
studied network coding in the presence of omni-directional
antennae and showed that the problem of minimizing thgg]
communication cost can be formulated as a linear prograffl
and solved in a distributed manner. All of this work is
primarily theoretical and assumes multicast traffic. A few
papers study specific unicast topologies showing that,Her t [8]
studied scenario, network coding results in better thrpugh [9]
than pure forwarding [11], [3].
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D. How to see if it's working

At this point running /shin/ifconfig should show some
new tap interfaces. The srcr interface, which is configured
as 5.X.X.X, uses multi-hop routing. The lowest 24-bits of
both addresses are based on the wireless device’s hardware
address. To view statistics about broadcast probes regeivi
from nearby nodes run,

« CLICKDIR/confiwifi/readhandler.pl srcr/es.bcastats

XIl. APPENDIX

You will need Linu#, a compatible802.11a/b/g card, the
Click modular router , Madwifi source podéo (madwifi- You can also view known routes using
ng) and theRoofnet source codeto build COPE. Click e
is a software router that runs on each node. Wireless LAN® CLICKDIR/conf/wifilreadhandler.pl srcr/lt.routes
cards that are based on the Atheros chipset require a speciafou may need apt-get install netcat to make réaddler
driver called madwifi-ng (where ng is the 'next generatioﬁ”ork- COPE is not enabled by default. You can turn it on via
version of this driver) which is available online for no cost « CLICKDIR/conf/wifi/write_handler.pl
Roofnet provides the routing protocol which the click raute srcr/scrambley.enablecoding true
runs. COPE uses the features provided by the device driver _ e
to configure the LAN card according to the needs of th%‘ Experimental verification
experiments. Therefore, the first task is to build and ihstal The experiment is as follows. Alice is sending packets to

the driver.

A. Building and Installing Madwifi-ng

Bob via the router in the middle and similarly Bob is sending
packets to Alice via the router. Take 3 wireless nodes - Alice
Router and Bob and arrange them in a straight line such that
Alice and Bob are equidistant from the router like a typical 3

After downloading madwifi-ng, enter the madwifi-ng direcnode topology (say 20 metres, we can vary this later). Collec
tory. Read INSTALL; you may need to install a kernel frontheir IP addresses, we will call them respectively ALICEIP,
sources. While you're at it, make sure your kernel has /dav/tROUTERIP, BOBIP. The script assumes the following for-

support. Build the drivers:

« make all
« make install

B. Installing Click and COPE

mat:
o python
true,false
The 4 arguments for the script are the IP addresses of Alice,
Router and Bob machines in that particular order and the last
argument is whether you want to run the experiment with

runexpt.py ALICEIP ROUTERIP BOBIP

To build COPE, enter the click directory (we will call thisCOPE enabled or disabled, if 'true’ it is enabled and so on.
directory CLICKDIR from now on) and run the following So for example if the IP addresses are as follows

commands:

« ./configure ——enable-userlevel
——disable-linuxmodule- —enable-roofnet

« make all

« make install

——enable-wifi

Name IP

Alice 130.49.223.182
Router 130.49.223.197
Bob 130.49.223.207

we would run

drivers for the wireless cards:
« modprobe atlpci

C. Loading Roofnet Configuration

Finally, load the Roofnet configuration

o cd click/conf/wifi/
« ./genconfig cope.pl
DIR/userlevel/click—

——dev ath0 | CLICK-

8We used the Enterprise version of Red Hat Linux

9The wireless card must have either a Atheros-based chipshitersil
Prism 2.5-based chipset. Otherwise, roofnet and cope wwdork. We
used the LINKSYS, dual-band wireless adapter for our erpents

10This is the driver for the wireless cards that are based onAtheros
chip-set. Remember to use the ng(next-generation) vecfiomadwifi

false

which would execute the Alice Bob experiment with COPE
disabled. The experiment will run for approximately 90 sec-
onds, and at the end will report throughput numbers. Now if
you run the experiment with COPE enabled you should see a
significant increase in throughput compared to without COPE

The gains will vary depending on your ambient traffic
conditions, environment etc, but should be around 40-100%
increase in overall throughput. Now if you move the nodes
around, the gains will start varying. If you dont see any gain
the usual reason is that one of the nodes among Alice or Bob
has a very strong link to the router, then the node will captur
the whole route and obtain most of the throughput. This will
minimize the coding opportunities and hence reduce the. gain

Uavailable in the click/confiwifi directory



The other reason could be that Alice and Bob are hidden nodes
to each other and their packets are colliding when they tnins
simultaneously. This will significantly reduce the numbér o
coding opportunities at the router and hence reduce the gain
COPE provides.



