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Abstract—The reliable delivery of broadcast vehicle-to-vehicle safety messages in IEEE 802.11p networks is challenging. We develop a model to predict the performance of such networks, both with and without packet retransmission. We propose two mechanisms that use “blind” retransmission, and demonstrate that both schemes improve the packet delivery ratio of so-called event messages, with negligible degradation to that of routine safety messages.
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I. INTRODUCTION

Dedicated Short Range Communication (DSRC) refers to the use of vehicle-to-vehicle (V2V) and vehicle-to-infrastructure communications. It allows cooperative collision avoidance (CCA) in which cars warn each other of changing conditions, and which can significantly improve road safety.

This involves sending both routine safety and event safety messages [1]; we abbreviate these to routine and event messages. The former contain information about vehicle state, such as position/direction and speed, and will be broadcasted regularly by all vehicles. These messages constitute the majority of traffic and have a lifetime of a few seconds.

Event messages, on the other hand, are triggered by event situations such as sudden braking. These messages occur only occasionally, but can contribute significantly to the traffic load on the control channel when they do occur. Clearly the event messages have a more stringent requirement for fast and guaranteed delivery, while routine messages may tolerate more loss. DSRC medium access control (MAC) protocol has a major effect on both the reception and delay of safety messages.

Various MAC protocols have been proposed for V2V communications [2]. We focus on the IEEE 802.11p distributed coordination function (DCF) MAC protocol used in broadcast mode. We propose two alternate extensions to the basic protocol, namely sequential retransmission and batch retransmission, to improve the reliability of event message delivery. We develop accurate analytical models for DCF and the two retransmission extensions in the presence of hidden stations, and characterize the traffic regimes where the schemes offer gains. This extends [3] where the two extensions were proposed and evaluated with simulations.

DCF is a carrier sense multiple access (CSMA) protocol originally developed for wireless LANs. It has recently been adopted by the IEEE 802.11p standard [4] for DSRC. Although multi-hop transmissions could be used to enhance coverage, we consider single-hop transmissions since that is often sufficient to reach all vehicles in the vicinity of an event such as an accident [1].

DCF is suitable for V2V communications because it is decentralized, it can operate with a variety of traffic loads, it does not require much reconfiguration upon a change in topology, and it supports both unicast and broadcast. Broadcast is more appropriate for time-critical applications like CCA because, unlike unicast, it does not require the establishment of an association context between nodes before data communications can commence. However, it does not support acknowledgement or virtual carrier sensing (RTS/CTS), since these result in a “storm” of response packets. CCA typically requires a packet delivery ratio (PDR) of at least 90% [5], and it has been suggested in [6] that the conventional DCF broadcast protocol may be unable to meet this requirement.

Several techniques to improve the reliability of DCF based on RTS/CTS have been proposed. One is to include additional state or message type information in the RTS/CTS mechanism for broadcast [7], [8]. This increases the complexity, but does not guarantee absolute reliability as is expected of RTS/CTS. A request-
to-broadcast/clear-to-broadcast (RTB/CTB) scheme was proposed in [9]. To support reliable communication, the CTB packets are sent in the form of an in-band energy burst (jamming signal [10]) whose length is proportional to the distance between the receiver and the sender. The protocol with RTB/CTB, however, is sensitive to topology changes. Another option is to emulate broadcast RTS/CTS by sending multiple unicast messages [11], but it incurs significant overhead. None of these can be implemented on top of standard IEEE 802.11p.

Another promising approach is to transmit the broadcast message multiple times [12], [13], [14]. Message repetition is either based on piggybacking of feedback for previous successful packet receptions [12], or carried out by an individual node randomly over the lifetime of a packet [14]. The piggybacked acknowledgement (PACK) protocol [13] essentially enables selective retransmission that promises high efficiency of channel use. We will compare the PDR performance of the piggybacked scheme and our proposed schemes in Section VIII.

We study the use of retransmissions of event messages to improve reliability. We propose two retransmission schemes that neither rely on any feedback from the receiving nodes, nor introduce any additional protocol overhead. This makes them compatible with the DCF/EDCA protocol. The first is a sequential retransmission scheme, in which every event message is retransmitted a fixed number of times and, to mitigate against repeat collisions, a backoff process with unchanging contention window is executed before each retransmission. Note that a similar approach has been proposed in [15] for non-standard MAC protocols. The second is a batch retransmission scheme, in which the event message and a fixed number of copies are sent back-to-back in a batch. Like the sequential retransmission scheme, the batch scheme offers time diversity for an event message, but with the advantage of minimal additional delay.

We develop an analytical model to predict the behavior of the DCF protocol in unsaturated broadcast networks with and without the retransmission schemes. We take special care to model the significant detrimental effect of hidden terminals. In the literature, the performance of unicast DCF has been extensively studied in the wireless LAN environment. Bianchi [16] analyzed the performance of a saturated network using a Markov chain model and Malone et al [17] extended the model to the unsaturated case. Tickoo and Sikdar [18] developed an alternative unsaturated model by modeling each node as a G/G/1 queue. There has been much less analytic work on broadcast, although see [19], [20]. Unlike our work, none of the above papers considers hidden terminals (i.e., they assume a single collision domain).

Although there exists literature analyzing the hidden terminal problem, there are several limitations of those models, as highlighted in [21] for the case of unicast communication. In [22], a model is developed considering hidden nodes in broadcast/unicast communications. However, the model is based on measurements of the network which is not always feasible. The authors of [6] describe DSRC broadcasting in an unsaturated network with hidden terminals. It assumes that the vulnerable period could be divided into a number of variable sized independent slots, which is not accurate when the average backoff duration is smaller than the vulnerable period itself [21]. In contrast, we model the fact that the vulnerable period before a transmission is affected by CSMA, while that after transmission is not.

Note that [6] assumes that a backoff is initiated for each packet at a node, whether the channel is idle or busy, which is a simplification of the 802.11 DCF. Finally, no existing models capture the impact of possible retransmissions in the broadcast environment.

The rest of this paper is organized as follows. Section II provides an overview of DSRC challenges and related standards. The two retransmission schemes are proposed in Section III. Section IV describes the system setup and assumptions. The direct collision probability and the hidden terminal collision probability is calculated in Section V and Section VI respectively. In Section VII the mean and variance of the total delay is calculated. We verify the accuracy of our DCF model by comparison with simulation in Section VIII.

II. OVERVIEW OF THE DSRC PROTOCOL
DSRC enhances road safety by supporting the transmission of safety messages. Broadcast is appropriate for time-critical applications like CCA because, unlike unicast, it does not require the establishment of an association context between nodes before data communications can commence. However, due to lack of acknowledgements, data may be lost, especially in the presence of hidden terminals. In the broadcast case, there are multiple receivers for each message, scattered in the transmission range of the sender, and any node that is within sensing range of any receiver but outside the transmission range of the sender is a potential hidden terminal.

The IEEE Wireless Access in Vehicular Environment (WAVE) project has recently published specifications for DSRC which includes the IEEE 802.11p standard [4] for the MAC and PHY layers. The 802.11p MAC protocol, like other 802.11 variants, uses the distributed coordination function (DCF) and the related Enhanced distributed channel access (EDCA) for channel access.
A. IEEE 802.11 DCF Protocol Description

In the IEEE 802.11 DCF, nodes contend for the channel using a carrier sense multiple access mechanism with collision avoidance (CSMA/CA). The channel must be sensed idle for a guard period known as the distributed interframe space, DIFS. Otherwise, the access is deferred until the channel becomes idle again and a backoff process is initiated. Backoff intervals are slotted, and nodes are only permitted to commence transmissions at the beginning of slots. The discrete backoff time is uniformly distributed in the range \([0, W - 1]\), where \(W\) is called the contention window and is decremented by one at the end of each idle slot. It is frozen when a transmission is detected on the channel, and reactivated after the channel is sensed idle again for a guard period. The guard period is equal to a DIFS if the transmitted packet was error-free, and equal to the extended interframe space, EIFS, if the packet was in error. The node transmits when the backoff counter reaches zero. A collision occurs when the counters of two or more nodes reach zero in the same slot. In broadcast mode, there is no ACK sent after the successful reception of a data packet, so the sender is unaware of any packet collision and there is no retransmission. After every data packet transmission, a node initiates a post-transmission random backoff.

EDCA differs from DCF by allowing stations a limited choice of the backoff window, interframe spaces and, importantly for our case, the number (TXOP) of packets transmitted when a contention is won.

III. Proposed Retransmission Schemes

We propose two retransmission schemes, namely sequential retransmission and batch retransmission to improve reliability of event messages. The schemes are designed to be simple in order to maximize compliance with the 802.11p standard. In particular, both are “blind” retransmissions schemes in the sense that no feedback is required from the receivers — every event message is retransmitted a fixed number of times.

In the sequential scheme, every event message is retransmitted a fixed number of times separated by a standard backoff. The scheme is simple and compatible with the new standard, and hence can be easily deployed: when an emergency event occurs, instead of sending a single event message to the MAC layer, multiple copies are sent.

In the batch scheme, multiple copies of an event message are transmitted back-to-back separated only by small inter-frame spaces (SIFS). This can be achieved using the TxOP feature of EDCA. All copies within a batch are corrupted only when it coincides with a batch of event messages from another node, or when the batch collides with multiple routine or event messages that are close together. Compared with the sequential scheme, the batch scheme reduces the number of collisions resulting in packet loss due to partial overlap of packets, reminiscent of the benefits of slotted Aloha over unslotted Aloha [23]. As a result, the loss probability will be considerably reduced. The delay experienced by retransmissions in this schemes is also expected to be negligible. Note that the TxOP option of EDCA has been explicitly removed from ad hoc operation in the current version of the standard. We argue that its performance poses an attractive alternative for V2V system design and configuration, and that it should be allowed as it is in regular 802.11.

A major cause of collisions is the presence of hidden nodes which are unaware of the sender. As a result, the combined effect of other nodes on the channel from the perspective of a given sending node, can be viewed as a bursty on-off stochastic interference process, where transmission during the “on” period results in collision. Our two retransmission schemes aim to exploit time diversity in different ways to improve the likelihood that at least one copy of an event packet is transmitted during an “off” period of the interference process. We arbitrarily select any vehicle and denote it as the “tagged node”, and define its location to be the origin. We also consider an arbitrary packet transmitted by the tagged node as the “tagged packet” and calculate the performance metrics for that packet only. In the sequential scheme, this is achieved by transmitting multiple copies back-to-back at the application layer. This randomizes the gaps between retransmissions by executing a backoff process with unchanging contention window \(W\) before each retransmission. The units of the backoff period are of the order of a packet length.

IV. System Setup

Let us consider a scenario of V2V communications for CCA applications on a highway consisting of several lanes in both directions. In our model we make the following assumptions which will be discussed after stating them.

A.1 For each node, there are \(N_{tr}\) nodes within the carrier sensing (CS) range whose transmissions it can sense and collide with, and \(N_{ph}\) “hidden” nodes whose transmissions it cannot sense but with whose transmissions it can collide.

A.2 If a packet transmission by a node overlaps in time with one by any of its \(N_{tr} + N_{ph}\) nodes, then both packets will be irretrievably corrupted.
A.3 The transmission attempts of each node are independent of those from other nodes, except for the effect of carrier sensing. Moreover, the collision probability and probability of an arriving packet observing the channel busy are both constant regardless of the node's state.

A.4 All nodes generate event packets according to independent Poisson processes, each with rate $\alpha \lambda$ [packets/sec] with $\alpha \in [0, 1]$, and generate routine messages as independent Poisson processes with rate $(1 - \alpha)\lambda$.

A.5 If a packet arrives when the channel is idle, it will not suffer a collision with any node within distance $R$.

A.6 The probability of a given transmission colliding with more than one other transmission is negligible, where a burst of transmissions is treated as a single transmission.

Assumption A.1 models the case that vehicles are distributed uniformly along a highway, which is narrow compared to the sensing range. In the numerical results, we will assume that vehicles form a homogeneous Poisson processes, and there is a transmission radius $R$ such that any vehicle in the range $[R, 2R]$ and $[-2R, -R]$ of a selected (tagged) vehicle is a potential hidden terminal. Let $\beta$ be a vehicle density in vehicles per meter on the highway. The average number of vehicles in the transmission range of the tagged vehicle including the tagged node is $N_{tr} = 1 + 2\beta R$, and the average number of vehicles in the potential hidden terminal area is $N_{ph} = 2\beta R$. 

Assumption A.2 implies that there is no capture effect, and that the error correcting codes used are insufficient to recover packets from collisions. Also, we consider only collision related packet losses, and not those due to channel error. So, a node within the transmission range $R$ of the transmitter can reliably decode the message if no collision occurs. The model can be extended to include imperfect channel conditions as explained later in the discussion following (19)–(23).

Assumption A.3 and the Poisson nature of A.4 are common in performance studies of the MAC protocol in mobile wireless ad-hoc networks [6] and help make the model analytically tractable, while still yielding meaningful indications of MAC performance.

Assumption A.3 also classifies the packets into event packets and routine packets. Under the proposed mechanisms, each event packet is transmitted $m$ times; under the sequential scheme a random backoff is performed between each of these transmissions, while under the batch scheme the retransmissions are only separated by SIFS. Furthermore, since it is a second-order effect, we ignore any possible residual post-backoff time [21] from the previously transmitted packet when modeling the delay of a packet newly arrived to the transmit buffer.

DSRC event messages are bursty; emergency events such as an animal running across a road will cause a surge of event messages from multiple vehicles. In this paper, we model the period after an emergency event has occurred when the chance of packet drop is the highest. It is within this short interval that we apply a Poisson model. This model captures the phenomenon of having a “rate” of event messages, without assuming them to be periodic. The Poisson nature of the arrival process is not disturbed by MAC effects, since the time scale of milliseconds for message delivery (see Section VIII) is small compared with the duration of the surge (of the order of a human reaction time, around 1 s [24]). Moreover, events such as hard braking, which may be expected to have high correlation, actually have weak correlation between vehicles [25]. Such weak correlation between many agents naturally leads to a Poisson process. The model uses this assumption in two places; at each place, we explain how the model would differ if this assumption were relaxed.

To appreciate assumption A.5, recall that when a packet arrives and finds the channel idle for DIFS period, the vehicle immediately sends the packet without performing a backoff. In this case, a collision can occur only when another packet is generated at some other vehicle within the propagation delay. As the propagation delay in the studied transmission range is negligible, we ignore any collisions of this type.

Assumption A.6 arises since multiple transmissions within a short period are a second-order effect when the load is relatively light. This makes our results optimistic in high load, especially for batch retransmissions.

Our objective is to develop an approximation to compute the collision probability and the packet delay experienced by the tagged vehicle. To this end, the fixed point approximation is established by combining the set of equations for the collision probability expressed in terms of the mean service time experienced by each packet sent by the tagged node, with an opposing set of equations for the mean service time expressed in terms of the collision probability. We derive the former set of equations in Section V and the latter in Section VII.

In the following derivations, many quantities are distinguished by subscripts and superscripts. For brevity, we use notation of the form $A_{j \in J} = f(j)$ to mean that $A_j = f(j)$ for each $j \in J$. 

V. DIRECT COLLISION PROBABILITY

In this section, we derive the probability of a “direct” collision (i.e., one with a node within the CS range), for both sequential transmission scheme and batch transmission scheme, and in the next subsection, we extend the model to allow for hidden terminals.

A. Standard DCF

Since we ignore direct collisions of packets which do not perform a backoff, we first calculate the probability of performing a backoff and then calculate the collision probability for the first transmission attempt.

Let \( \tau \) be the probability that a vehicle attempts to transmit in an arbitrary slot given that it has a packet in the queue. This is \( \tau = \frac{1}{W - 1} \) where \( W = \frac{T}{W - 1} \) is the average number of backoff slots preceding a transmission. In contrast to the fixed point of Bianchi [16], \( \tau \) is not part of the current fixed point because nodes never retransmit.

Define \( \rho \) as the fraction of time the vehicle has a packet to send. Then

\[
\rho = \min(\lambda E[S], 1) \tag{1}
\]

where \( E[S] \) is the average time to serve a packet, to be derived in Section VII. We only consider the case that \( \rho < 1 \).

Let \( b \) denote the probability that the channel is sensed busy when a new packet arrives. A backoff is performed prior to transmitting a packet if the packet arrived to a non-empty buffer or if the packet arrived when the channel was busy. Since the system is a single-server queue, the probability that a packet that arrives to the buffer finds the buffer empty is given by \( 1 - \rho \). Therefore, by the assumption A.3, the probability that the packet undergoes a backoff is \( 1 - (1 - \rho)(1 - b) \).

We calculate the busy probability, \( b \) by quantifying the portion of time the channel is busy due to transmissions. We have \( N_{tr} - 1 \) vehicles other than the tagged vehicle transmitting \( \lambda \) [packets/sec]. Also, we define \( T \) as the complete transmission time of a packet including DIFS, \( T = t_{\text{data}} + t_{\text{dIFS}} \). If there is no collision, then all the packet transmissions in the CS range should take a fraction \( T = (N_{tr} - 1) \lambda T \) of the time. However, when a collision occurs, exactly two nodes are involved (assumption A.6), and two transmissions coincide exactly due to carrier sensing. Thus, the transmission time to send the packets which collide is reduced by \( (N_{tr} - 1)\lambda d/2T \) where \( d \) is the probability that a packet is involved in a direct collision. Subtracting from \( T \) gives

\[
b = (N_{tr} - 1)\lambda(1 - d/2)T. \tag{2}
\]

We now calculate \( d \). After the backoff of the tagged vehicle is completed, the tagged vehicle sends the packet in the following slot. If another vehicle sends a packet at the same slot as the tagged vehicle, a collision occurs and the packet is lost. For any vehicle other than the tagged vehicle, the probability of transmitting in slot in which the tagged node is transmitting is \( \rho \). A collision occurs when any of the \( N_{tr} - 1 \) vehicles transmit in the same slot as the tagged vehicle given that the tagged vehicle performs the backoff. Thus, the direct collision probability \( d \) is

\[
d = (1 - (1 - \rho)(1 - b))(1 - (1 - \rho \tau)^{N_{tr} - 1}). \tag{3}
\]

B. Proposed extensions

The direct collision probabilities for the sequential and batch schemes are similar to the above.

Let \( b^s \) and \( b^b \) represent the probability that the channel is sensed busy for the sequential and batch schemes respectively. Also, let \( d_{i,j}^s \) denote the direct collision probabilities for routine (\( j = r \)) and event (\( j = e \)) packets under the sequential (\( i = s \)) and batch (\( i = b \)) retransmission schemes. Since routine packets are treated the same by both schemes, we will first consider \( d_{i,j}^s \).

1) Routine packets: The direct collision probability for routine packets is similar to Equation (3).

\[
d_{i}^{e,s,b} = (1 - (1 - \rho)(1 - b^s))(1 - (1 - \rho \tau)^{N_{tr} - 1}). \tag{4}
\]

The probability of losing an event packet due to direct collisions differs for the two schemes, which will now be considered in turn.

2) Event packets: Sequential transmissions: For the sequential scheme, the first transmission of an event packet is equivalent to a routine packet, and so the direct collision probability for the first attempt of event packets, denoted by \( d_{i,0}^e \), is

\[
d_{i,0}^e = d_{i}^s = (1 - (1 - \rho)(1 - b^s))(1 - (1 - \rho \tau)^{N_{tr} - 1}). \tag{5}
\]

where \( b^s \) will be calculated shortly. For any subsequent attempts of the event packet for the sequential scheme, we note that there is always a backoff preceding the packet transmission. As a result the slots are synchronized among the neighboring nodes and any attempt to transmit multiple packets in the same slot results in a collision. So, letting \( d_{i,j}^e \) denote the probability of direct collision in the \( i \)th attempt of an event packet for the sequential scheme, we have for \( i = 1, \ldots, m - 1 \),

\[
d_{i,i}^e = (1 - (1 - \rho \tau)^{N_{tr} - 1}). \tag{6}
\]

Since the probabilities in (5) and (6) are independent by assumption A.3, the probability of a packet being
undeliverable is

\[ d_e^k = d_{e,0} \prod_{i=1}^{m-1} d_{e,i} = (1-(1-\rho)(1-b^k)) (d_{e,1})^m. \] (7)

In order to calculate the fraction of time the channel is busy, consider the mean direct collision probability,

\[ \bar{d}_e = \frac{d_e^k}{d_{e,0}} + \sum_{i=1}^{m-1} \frac{d_{e,i}}{m} (1 - (1-\rho)(1-b^k))^i. \] (8)

Here \( b^k \) is the probability that the channel is sensed busy when a new packet arrives for the sequential scheme,

\[ b^k = (N_{tr}-1)\lambda((1-\alpha)(1-\frac{d_e^k}{2})+m\alpha(1-\frac{d_e^k}{2}))T^k, \] (9)

where \( T^k \) is the complete transmission time of a packet including the DIFS period for the sequential scheme, \( T^k = t_{data} + t_{difs} \).

Equation (9) is based on quantifying the portion of time the channel is busy due to transmissions. We have \( N_{tr}-1 \) vehicles in the CS range other than the tagged vehicle, transmitting \((1-\alpha)\lambda\) [packets/sec] for routine packets and \(\alpha\lambda\) [packets/sec] with \(m\) transmission attempts per packet for event packets. If there is no collision, then all the packet transmissions should take \( T = (N_{tr}-1)\lambda((1-\alpha)+m\lambda)T^k \) time each second.

However, when a collision occurs, exactly two nodes are involved (Assumption A.6), and their two transmission attempts coalesce exactly due to carrier sensing. Thus, the transmission time to send the packets which collide is reduced by \((N_{tr}-1)\lambda((1-\alpha)d_e^k/2 + (m\alpha)d_e^k/2)T^k\). Subtracting this from \( T \) gives (9).

Equations (5)–(9) will be combined with \( \rho \) calculated in Section VII to form a fixed-point equation.

3) Event packets: Batch retransmission: To calculate the direct collision probability of the event packets for the batch scheme, note that a single routine packet can overlap with at most two copies of the event packet. This means that, under assumption A.6, if \( m \geq 3 \) then an event packet can always be received unless it collides with another event packet. As the rate of arrival of event packets is \( \alpha\lambda \), the direct collision probability of event packets under the batch scheme can be shown, similarly to (4), to be

\[ d_e^b = (1-(1-\rho)(1-b^b))(1-(1-\alpha\rho\tau)^{N_{tr}-1}). \] (10)

Like in the sequential case, the probability that the channel is sensed busy when a new packet arrives for the batch scheme is

\[ b^b = (N_{tr}-1)\lambda((1-\alpha)(1-\frac{d_e^b}{2})T_r^b + \alpha(1-\frac{d_e^b}{2})T_e^b), \] (11)

where \( T_r^b \) and \( T_e^b \) are the complete transmission time of a packet including the DIFS period for routine and event packets respectively given by

\[ T_r^b = t_{data} + t_{difs}, \] (12)

\[ T_e^b = mt_{data} + (m-1)t_{sifs} + t_{difs}. \] (13)

VI. HIDDEN TERMINAL COLLISION

In the previous section, we obtained the probability of collisions among \( N_{tr} \) terminals within the sensing range. Now we present an approach to calculate the PDR including the influence of hidden terminals. The PDR does not form part of the fixed point, but is one of the primary performance measures of interest.

A. Standard DCF

For a tagged packet to be successfully received, both of the following must occur. First, when the tagged vehicle starts its transmission, none of the hidden terminals can be in what we call the transmitting state; we call this event \( H^b \) ("hidden, before"). A hidden terminal is said to be in the transmitting state if it is either transmitting a packet or deferring for a DIFS period associated with an immanent packet transmission. (This condition will be relaxed for event packets in the batch case.) Second, after the tagged vehicle starts its transmission given \( H^b \), none of the hidden terminals should start transmitting until after the tagged vehicle is finished; we call this conditional event \( H^a \) ("hidden, after") for the first transmission attempt.

By a similar argument as used to derive (2), the probability of finding all hidden terminals in the non-transmitting state is

\[ P(H^b) = 1 - N_{ph}\lambda(1-d/2)/T. \] (14)

For event \( H^a \) we need to calculate the probability that a packet is generated by the hidden terminal after the tagged vehicle starts its transmission and eventually collides with the transmission of the tagged vehicle. The combined packet arrival process from all the hidden terminals is a Poisson process and the total number of transmission attempts per second is \( \lambda N_{ph} \). Condition \( H^a \) is met if no packet is generated at any of the hidden terminals during the \( t_{data} - t_{difs} \) period. The event probabilities are then

\[ P(H^a) = \exp(-N_{ph}\lambda(t_{data} - t_{difs})). \] (15)

This, and similar calculations below, is the first place where the Poisson assumption is used. Note that any arrival process with a well-defined “current rate” of \( N_{ph}\lambda \), even if not Poisson, will yield the same first-order
approximation of $P(H^a) \approx 1 - N_{ph}\lambda (t_{data} - t_{difs})$ here, which is applicable when $N_{ph}\lambda (t_{data} - t_{difs}) \ll 1$.

We will now consider these two events for the batch and sequential schemes separately.

**B. Proposed extensions**

1) Sequential retransmission: For the sequential scheme we denote the first condition, $H^{-b}$, as $H_{r}^{s,b}$ for routine messages and as $H_{e,i}^{s,b}$ for the $i$th attempt ($i = 0, 1, \ldots, m-1$) of an event messages. Note that only event packets are sent multiple times and collision in the first attempt has the same probability as the collision for routine packets. By a similar argument as used to derive (9), the probability of finding all hidden terminals in the non-transmitting state is

$$P(H_{r}^{s,b}) = P(H_{e,i}^{s,b}) = 1 - N_{ph}\lambda ((1 - \frac{d_A}{2}) + m\alpha (1 - \frac{d_B}{2}))T^s.$$

Event $H^{-a}$ is again specialized to $H^{-s,a}$ for a routine packet and $H_{e,i}^{-s,a}$ for an event packet in its $i$th attempt. By a similar process as used to derive (15), the probability of no hidden packets transmitting after the tagged transmission starts is

$$P(H_r^{s,a}) = P(H_{e,i}^{s,a}) = \exp(-N_{ph}\lambda ((1 - \alpha)m\alpha (t_{data} - t_{difs})).$$

For notational convenience, let $H_{r,0}^{s,b} = H_{e,0}^{s,b} \land H_{e,0}^{s,a}$ be the event that the first attempt of a tagged event packet does not collide with any packets from a hidden terminal, sent either before or after itself.

It remains to calculate the probability for hidden terminal collision in the subsequent transmission attempts for the sequential scheme given that hidden collisions occurred for all the previous attempts. Note that hidden collisions in subsequent attempts are not independent. If a collision occurs in the first attempt where the colliding packet is not in its last transmission attempt, subsequent transmission attempts are more likely to result in collisions. We need to calculate the probability of a subsequent collision, $p_{sub}$, given that the first attempt resulted in a collision due to a hidden terminal and the other packet is not in its last attempt.

Let the two nodes in the collision be denoted $u$ and $v$, and let $u$ be the one that transmitted first. Consider the (usual) case that $u$ also starts its retransmission before $v$ finishes. By the assumption A.6, a collision will occur if and only if $v$’s retransmission starts before $u$’s retransmission finishes. Let $t$ be the time at which $u$’s previous transmission finishes. The expected time for $u$’s retransmission to finish is $t + t_{data} + W\ E[Y]$, where $Y$ is the random duration of a backoff slot, calculated in Section VII. The expected time for $v$’s next backoff period to start is $t_{data}/2$. Hence, the collision probability on the subsequent attempt can be approximated by the probability that $v$’s backoff lasts less than $t_{data}/2 + (W - 1) E[Y]/2$. This backoff is $E[Y]$ multiplied by an integer uniformly distributed on $[0, (W - 1)]$, if $W$ is large enough that the ensemble average $E[Y]$ is experienced. Hence the probability of a collision on the subsequent attempt can be modeled as

$$p_{sub} = \min \left(\frac{t_{data}/2 + (W - 1) E[Y]/2}{W \ E[Y]}, 1\right).$$

The probability that the other packet is not in its last attempt is $\frac{m-1}{m}$ for the $i$th retransmission. We assume that the probability of collision due to all other hidden nodes can be calculated as previously. The probability that none of them collide is then

$$P(H^r = \exp(-(N_{ph} - 1)^+\lambda((1 - \alpha)m\alpha (t_{data} - t_{difs})))$$

$$(1 - (N_{ph} - 1)^+\lambda((1 - \alpha)(1 - \frac{d_A}{2}) + m\alpha(1 - \frac{d_B}{2}))T^s),$$

where $(x)^+ = \max(0, x)$. As such, the probability of no hidden collision for the subsequent attempts given that hidden collisions occurred on all previous attempts is

$$P(H_{r}^{s,a}) = P(H^r) \cdot P(H_{r}^{s,a}) \cdot P(H_{e,i}^{s,a}) \cdot P(H_{r,0}^{s,b}) \cdot P(H_{e,0}^{s,b}).$$

2) Batch retransmissions: Consider first the “before” event, $H^{-b}$. Following a similar argument to the derivation of (9), we can show that the probability of event $H^{-b}$ for routine packets under the batch scheme, denoted $H_{r}^{b}$, is

$$P(H_r^{b}) = 1 - N_{ph}\lambda((1 - \alpha)(1 - \frac{d_A}{2})T_r + \alpha(1 - \frac{d_B}{2})T_e).$$

For event packets, condition $H^{-b}$ can be relaxed; the packet is retransmitted multiple times back to back and lost only when it collides with the first transmission of another event packet since otherwise the last transmission of the tagged packet will succeed, by the assumption A.6 that each packet collides with only one other. The probability of the “before” condition for event packet, $P(H_{e}^{b})$, is

$$P(H_{e}^{b}) = 1 - N_{ph}\lambda(1 - \frac{d_B}{2})(t_{data} + t_{difs}).$$

For event $H^{-a}$ we need to calculate the probability that a packet is generated by the hidden terminal after the tagged vehicle starts its transmission and eventually collides with the transmission of the tagged vehicle. Again, there are two cases, $H_{r}^{b,a}$ and $H_{e}^{b,a}$, when the tagged packet is a routine or event packet, respectively. The combined packet arrival process from all the hidden terminals is a Poisson process and the total number of transmission attempts per second is $\lambda N_{ph}$ for the batch scheme. Condition $H_{r}^{b,a}$ is met if no packet is generated

---

1This is not strictly in keeping with the Poisson assumption A.4
at any of the hidden terminals during the period of length \( t_{\text{data}} - t_{\text{difs}} \). For event packets, \( H_{e,a} \) should only consider collisions with event packets within the first transmission attempt, which form a Poisson process with rate \( \alpha \lambda \). The event collision probabilities are then

\[
P(H_{e,a}^b) = \exp(-\lambda N_{p,b} (t_{\text{data}} - t_{\text{difs}})), \tag{17}
\]

\[
P(H_{e,a}^a) = \exp(-\alpha \lambda N_{p,h} (t_{\text{data}} - t_{\text{difs}})). \tag{18}
\]

C. Packet delivery ratios

To calculate the packet delivery ratio, we approximate direct collisions and collisions due to hidden terminals as independent, and note that a packet is dropped when all the transmission attempts fail. Thus, the PDR for DCF and for both type of packets under both schemes can finally be expressed as

\[
PDR = (1 - d) P(H^b) P(H^a), \tag{19}
\]

\[
PDR_e^a = (1 - d^a_e) P(H_{e,a}^s) P(H_{e,a}^b), \tag{20}
\]

\[
PDR_e^b = (1 - d^b_e) P(H_{e,b}^s) P(H_{e,b}^b), \tag{21}
\]

\[
PDR_e^b = (1 - d^b_e) P(H_{e,b}^s) P(H_{e,b}^b). \tag{22}
\]

\[
PDR_e^b = (1 - d^b_e) P(H_{e,b}^s) P(H_{e,b}^b). \tag{23}
\]

These equations could be modified to model a channel with packet errors with probability \( \epsilon \). The right hand sides of (19), (20), and (22) would be multiplied by \( 1 - \epsilon \), and in (21), \( P(H_{e,a}^s) \) would become \( (1 - \epsilon) P(H_{e,a}^s) \).

The form of (23) would become more complex, as it would depend on the number of packets that avoid collision, rather than simply whether that number is non-zero. However, such an extension is out of the scope.

VII. DELAY CALCULATION

In this section, we derive an expression for the packet delay using probabilistic arguments. The total delay (or sojourn time) experienced by a packet of a tagged vehicle includes the complete time to transmit the packet, the access delay and the waiting time of the packet in the transmit node’s queue, if any. The access delay of a packet is defined as the time interval between the instant the packet reaches the head of the queue, to the instant when the last attempt of the packet transmission starts. Thus, the access delay consists of the backoff periods associated with all the transmission attempts and all the collision times of that packet. We denote the total delay of the packet under retransmission scheme \( i \in \{s, b\} \) by \( D_i \), given by \( D_i \equiv Q_i + S_i \), where \( Q_{i} \) are random variables (r.v.’s) representing the queueing delay, and \( S_{i} \) is the service time, during which the MAC protocol is attempting to transmit the packet.

**Remark 1:** The delay experienced by the application is the time until the packet is first received successfully. The “total delay” \( T_{\text{data}} \) is an over-estimate of this “application delay”, which is quite conservative if the probability of success is high, especially for the sequential scheme.

A. Distribution of service time

To calculate the distribution of the service times under both of the proposed schemes, we first define some terms. For each packet transmission in the sequential scheme, the channel is occupied for the duration of the actual packet transmission \( t_{\text{data}} \) and one DIFS; recall that we define the complete transmission time \( T_{s} \) as the sum of the actual packet transmission time and one DIFS period. The complete transmission time \( T_{b} \) for routine packets in the batch scheme is also the sum of the actual packet transmission time and one DIFS period; however, for event packets the complete transmission time \( T_{e} \) consists of one DIFS, actual transmission time for all the attempts and SIFS periods in between transmissions. We also define the service time of the queue \( S \) as the sum of the access delay \( A \) and the transmission delay \( T \). The service times for the sequential and batch schemes depend on whether the packet is an event packet or a routine packet, and can be expressed as

\[
S_{\text{r} \{s,b\}} = \begin{cases} A_{\text{r}}^i + T_{\text{r}}^i & \text{w.p. } 1 - \alpha, \\ A_{\text{r}}^i + T_{\text{r}}^i & \text{w.p. } \alpha \end{cases} \tag{24}
\]

where \( A_{\text{r} \{s,b\}} \) are the access delays, and the notation “w.p.” stands for “with probability”.

To determine the access delay, we identify three scenarios that can confront a newly-generated packet in a vehicle operating in an unsaturated network as follow

1) A packet arrives to an empty buffer and finds the channel idle with probability \((1 - \rho)(1 - b)\). The access delay for the first attempt is zero as the tagged vehicle transmits without any backoff.

2) A packet arrives to an empty buffer but finds the channel busy with probability \((1 - \rho)b\). The vehicle must wait until the ongoing transmission is finished and then perform a backoff before transmitting the packet.

3) A packet arrives to a non-empty buffer with probability \( \rho \) and when it reaches the head of the queue, a backoff is performed before transmitting it.

Now, for the sequential scheme event packets are sent multiple times with a backoff in between each transmission attempt. Routine packets for both scheme are sent only once and also multiple transmission attempts of an
event packet for the batch transmission scheme can be considered as a single transmission attempt with larger duration. In the cases \((i,j) \in \{(s,r), (b,r), (b,e)\}\), there is a single transmission attempt, whose access delay is

\[
A^s_j = \begin{cases} 
0 & \text{w.p. } (1 - \rho)(1 - b^i), \\
B^s_j + T^s_{Res} & \text{w.p. } (1 - \rho)b^i, \\
B_j^s & \text{w.p. } \rho,
\end{cases}
\]

(25)

where \(T_{Res}^{i,j(s,b)}\) is the residual time of the packet using the medium when the tagged packet arrives, and \(B^s_j\) and \(S^s_j\) represent the total backoff duration including periods when the backoff counter is suspended. For sequential retransmissions, all packets have length \(T^s\) and so \(T_{Res}\) is uniformly distributed on \((0, T^s)\). For batch transmissions, the remaining time depends on the probability that the arrival occurs during an event packet, and satisfies

\[
T^b_{Res} \sim \begin{cases} 
\mathcal{U}(0, T^b) & \text{w.p. } \frac{\alpha T^b_{Res}}{\alpha T^b + (1 - \alpha)T^s}, \\
\mathcal{U}(0, T^b) & \text{w.p. } \frac{(1 - \alpha)T^s}{\alpha T^b + (1 - \alpha)T^s},
\end{cases}
\]

(26)

where \(\mathcal{U}(a, b)\) denotes a uniform random variable on the interval \((a, b)\).

Using sequential retransmissions, the delay for the first attempt of an event packet is also the same as above. However, each subsequent transmission attempt follows a backoff period. So, the total access delay for event packets in the sequential scheme can be defined as

\[
A^s_e = A^s + \sum_{n=1}^{m-1} (B^s_{e, n} + T^s),
\]

(27)

where, \(m\) is the number of transmission attempts for each packet and \(\{B^s_{e, n}\}\) is a sequence of i.i.d. r.v.s representing the backoff duration for each attempt.

During the backoff process, every slot can be interrupted by successful transmissions or collisions of packets transmitted by other vehicles. During the interruption, the backoff counter is suspended and when the backoff counter is resumed, it starts from the beginning of the interrupted slot. Thus, we can express \(B^s_j\) as a random sum \(B^s_j = \sum_{n=1}^N Y_n\), where \(\{Y_n\}\) is a sequence of i.i.d. r.v.s. representing the duration of each slot, and \(U^s_j\) is the backoff counter value which is uniformly distributed in the range \([0, W - 1]\).

If no other vehicle transmits in a given slot then \(Y = \sigma\), where \(\sigma\) is defined to be the duration of an idle backoff slot. If one or more vehicles transmit in that slot, then the tagged vehicle will suspend its backoff process for the duration of the complete transmission, \(T\). Recall that, the probability that a vehicle attempts to transmit in an arbitrary slot given that it has a packet in its buffer is given by \(\tau\) and the probability that the buffer is non-empty is \(\rho\). Therefore, the probability of a vehicle transmitting in an arbitrary slot is \(\rho\tau\) and a backoff slot of the tagged vehicle is interrupted when any of the other \(N_{tr} - 1\) vehicles transmit in that slot with probability \(1 - (1 - \rho\tau)^{N_{tr} - 1}\). Now, for the sequential scheme both routine and event packets have the same transmission time, \(T^s\). Therefore, \(Y^s\) for the sequential scheme is

\[
Y^s = \begin{cases} 
\sigma & \text{w.p. } (1 - \rho\tau)^{N_{tr} - 1}, \\
\sigma + T^s & \text{w.p. } 1 - (1 - \rho\tau)^{N_{tr} - 1}.
\end{cases}
\]

(28)

where \(1 - (1 - \rho\tau)^{N_{tr} - 1}\) is the probability that a slot is busy due to transmissions by other vehicles.

For batch transmission, the slot period is \(Y = \sigma\) if no interruption occurs, it can be \(\sigma + T^b\) if the slot is interrupted by a routine packet, or it can be \(\sigma + T^b_e\) if the slot is interrupted by an event packet. Since collisions are rare, we estimate the slot period given a transmission as \(T^b_{e, n}\) with probability \(\alpha\) and \(T^b_{e, n}\) otherwise. We can calculate \(Y^b_e\) and \(Y^b_e\) for the batch scheme similar to (28) as

\[
Y^b_{j \in \{s,e\}} = \begin{cases} 
\sigma & \text{w.p. } (1 - \rho\tau)^{N_{tr} - 1}, \\
\sigma + T^b_{e, n} & \text{w.p. } \alpha(1 - (1 - \rho\tau)^{N_{tr} - 1}), \\
\sigma + T^b_{e, n} & \text{w.p. } (1 - \alpha)(1 - (1 - \rho\tau)^{N_{tr} - 1}).
\end{cases}
\]

From these equations we can determine the distribution of the access delay.

### B. Mean and Variance of Delay

The mean total delay of a packet is an important performance metric. In addition, the service time is needed to obtain the fixed point for \(\rho\) in (1). In this section, we determine the mean and variance of the service time and the mean of the total delay. We express them using means and variances of the constituent random variables.

First, consider the mean service time, which is required to complete the fixed point. From (24), noting that the complete transmission times \(T^s\), \(T^b\), and \(T^b_e\) are constant we can express the mean service time for both schemes as

\[
E[S^{i \in \{s,b\}}] = (1 - \alpha)[E[A^i_j] + T^i_j] + \alpha(E[A^i_j] + T^i_j),
\]

(29)

where the expected values of the access delay \(E[A^i_j]\) can be calculated from (25) and (27).

Thus, based on (29), we can derive the mean service time in terms of \(b\) and \(\rho\). Now (1), (4), (8), (9), (10), (11) and (29) constitute a non-linear system of equations that can be solved iteratively to calculate \(\rho\), \(b\), \(p\), and \(E[S]\). This completes the fixed point calculation of the direct collision probabilities.
Each station will typically only have one message to send at a time, in which case $E[S]$ given by (29) is the total delay. However, if the load is unusually high, then the queueing delay can be calculated using the following calculations. This is the second place in which the Poisson assumption is used.

The total packet delay can be approximated by considering each node to be an M/G/1 queue. Note that this is only an approximation, since the service time here depends on whether or not it arrives at an empty queue, which is not the case in the M/G/1 model. In order to use the M/G/1 model, we require the variance of the service time. This can be obtained analogously to the mean.

From (24), noting that the complete transmission times $T^a$, $T^b$, and $T^c$ are constant, we can express the variance of the service time for both schemes as

$$\text{Var}[S^{E(\alpha,\beta)}] = (1-\alpha)(\text{Var}[A^s_i] + (E[S^e] - E[A^e_i] - T^s_i)^2) + \alpha(\text{Var}[A^b_i] + (E[S^e] - E[A^e_i] - T^b_i)^2).$$

The variances of the access delays $\text{Var}[A^j]$ in (30) can again be calculated from (25) and (27).

Using those values we can derive the mean queueing delay, $E[Q]$, using the well-known result for the M/G/1 queue: $E[Q] = \frac{\lambda(\text{Var}[S] + E[S^2])}{2(1-\lambda E[S])}$. The mean total delay is then given by

$$E[D] = E[Q] + E[S].$$

Recall that this is a conservative bound on the delay experienced by the application, which is the time until the packet is first received successfully.

### VIII. Performance Evaluation

In this section, we investigate the proposed schemes using a combination of simulation and the model derived in the previous section. For simulation, we use the ns-2 simulator (version 2.28) [26], with the patch provided in [27], to obtain packet delay and PDR. We use a ring topology in the simulation where we place vehicles on a circle to avoid any unwanted boundary effects. The vehicles are placed randomly on the circle where the average inter-vehicle distance is a function of vehicle density, $\beta$. Each vehicle is setup to broadcast messages with packet size $P = 400$ bytes and overall packet arrival rate $\lambda = 10$ packets per second of both routine and event messages following a Poisson process. All the other DSRC related parameters are listed in Table I.

Before evaluating the overall benefits of the proposed schemes, we first validate the analytical model for the sequential and batch schemes by comparing the numerical results with the simulation for $m = 3$ transmission attempts per packet. All simulation results are plotted with 95% confidence intervals.

Results in Figs. 1 and 2 are generated assuming 10% of safety messages are event packets ($\alpha = 0.1$). Fig. 1 shows the mean of the total delay (31) as a function of vehicle density, $\beta$. Different curves are plotted for the delay of routine and event messages for sequential

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W$</td>
<td>32</td>
</tr>
<tr>
<td>Slot size, $\sigma$</td>
<td>$16 \ \mu s$</td>
</tr>
<tr>
<td>SIFS</td>
<td>$32 \ \mu s$</td>
</tr>
<tr>
<td>Vehicle density, $\beta$</td>
<td>$0.01-0.1 \ m^{-1}$</td>
</tr>
<tr>
<td>Packet arrival rate, $\lambda$</td>
<td>$10 \ s^{-1}$</td>
</tr>
<tr>
<td>Range, $R$</td>
<td>250 m</td>
</tr>
<tr>
<td>DIFS</td>
<td>$64 \ \mu s$</td>
</tr>
<tr>
<td>Data rate, $R_d$</td>
<td>12 Mbps</td>
</tr>
<tr>
<td>Packet length, $P$</td>
<td>400 bytes</td>
</tr>
</tbody>
</table>

Fig. 1. Total delay until last transmission for the sequential, batch, standard DCF and piggybacked schemes with $\alpha = 0.1$.

Fig. 2. PDR for the sequential, batch, standard DCF and piggybacked schemes with $\alpha = 0.1$. 

TABLE I

**DSRC SYSTEM PARAMETERS**
and batch schemes, while the delay for standard DCF is represented by a single curve since standard DCF does not differentiate between routine and event messages. The analytical results are plotted using solid lines and the simulation results appear as dashed lines. Observe that the proposed analytical model agrees well with the simulation results. Simulation results for the piggybacked acknowledgement (PACK) scheme from [13] are also plotted for comparison, and we will return to this shortly.

The longest mean delay observed for our proposed sequential and batch schemes is around 2.1 ms which is well below the maximum delay constraint of 100 ms for safety applications [28]. This is despite the “total delay” for event packets being measured as the delay until the last copy is sent, rather than until the packet is first received; if the probability of success is high, then this will greatly over-estimate the delay penalty for using the retransmission schemes. Note also that the actual delays are more closely clustered around the mean for DSRC than for protocols with binary exponential backoff, and so it is unlikely that any packet incurs a delay near 100 ms. In the plotted range, the mean delay increases almost linearly with the vehicle density. Also, the delays for routine packets for both sequential and batch schemes are similar. Under both schemes, the delay for event packets is greater than that for routine safety packets due to retransmissions, with the difference being greater for the sequential scheme due to the backoff between each transmission attempt.

We also compare our results with simulation results for the piggybacked acknowledgement (PACK) protocol proposed in [13]. Note that in the original piggybacked protocol, a packet was retransmitted only if the fraction of recipients that did not acknowledge it was above a threshold. Herein we take that threshold to be 0; thus any packet suffering loss is simply retransmitted until either it is received by all intended receivers, or the number of retransmission reaches the maximum limit \( m = 3 \). Fig. 1 shows that for the piggybacked retransmission scheme, the delay until the last transmission is significantly higher than the sequential and batch schemes when the vehicle density is high. This is because of the need to wait for the piggybacked feedback before each retransmission.

The packet delivery ratio is plotted in Fig. 2, where the analytical results are computed according to (19)–(23). The model matches reasonably well with the simulation results, except that the model over-estimates the PDR for event messages in the batch scheme for high vehicle densities. The reason is that the model ignores the
possibility of a batch colliding with multiple packets. The model could be extended to account for this, but at the expense of additional complexity. For both sequential and batch schemes, there is a significant improvement in PDR for event packets over routine packets. For example, the simulated PDR for event packets stays above 90% for all studied vehicle densities, while the PDR for routine packets drops to around 70% for high vehicle densities.

Figs. 3 and 4 show the mean of the total delay and the PDR for all schemes when 50% of safety messages are event packets ($\alpha = 0.5$). The increase in the proportion of event packets causes only a slight increase in the mean total delay; as before, the piggybacked scheme has the largest delay for moderate to high vehicle densities. However, there are significantly more collisions (i.e., lower PDR) for all schemes for the larger value of $\alpha$.

Figs. 2 and 4 show that the batch and sequential retransmission schemes perform similarly for event messages. The model captures this similarity at low loads, while at high loads, it over-estimates the PDR for event messages in the batch scheme as already mentioned. For routine messages, Figs. 2 and 4 show that the batch scheme gives a slightly higher PDR than the sequential scheme. The routine message PDR for sequential and batch schemes is less than that of standard DCF (particularly at $\alpha = 0.5$), which is the penalty for improving the PDR of event messages through retransmissions.

The PDR for event messages in the piggybacked scheme is worse than that of the sequential and batch schemes at low and moderate vehicle densities, but slightly better at high vehicle density. The PDR for routine messages in the piggybacked scheme is similar to that of standard DCF at low vehicle density. This is because the piggybacked scheme retransmits fewer packets than the sequential and batch schemes. At high vehicle density, however, the PDR of routine messages drops and is comparable to the sequential and batch schemes.

We now use the model to evaluate the improvement due to both of the proposed schemes. Figs. 5 and 6 show the percentage improvement (or degradation) of the PDR between using single transmission and the two proposed retransmission schemes.

For low vehicle density ($\beta = 0.01$), the performance improvement in the PDR of event messages using retransmission is moderate as shown in Fig. 5. This is because at low traffic load, a single transmission would be sufficient to achieve adequate PDR performance for safety applications. On the other hand, at high vehicle density ($\beta = 0.05$) the relative improvement in PDR is higher. In particular, 10–15% improvement compared with using a single transmission is obtained for both retransmission schemes. The downside of using retransmission is a slight decrease in the PDR of routine messages, of up to 15%, which would require that they be sent slightly more frequently to maintain a target arrival rate. The degradation due to batch retransmissions is less than that due to sequential transmissions since it causes fewer partial collisions.

Fig. 7 shows the impact of the number retransmissions, $m$, on PDR for sequential scheme. In this figure, we numerically optimized $m$ in the range 1 to 5 for the sequential scheme. We observe that at light load it is beneficial to use high number of retransmission attempts, $m$. However, at higher load, reducing $m$ helps by reducing channel load.

To show the influence of the contention window
size $W$, we plot the PDR for the sequential scheme against different $W$ in Fig. 8. For event packets, the PDR improves with increased $W$ since the larger space between retransmissions increases the temporal diversity. Although, the model is somewhat conservative, it captures the large gap between the routine and event packets, and also the trend in PDR as $W$ increases. The performance of the batch scheme can be expected to be less sensitive to the contention window size, $W$, since it does not affect the diversity of the retransmissions.

IX. CONCLUSION

In this paper, we have described two ways to incorporate retransmission into the broadcast mode of the 802.11 DCF and EDCA protocols in cooperative collision avoidance (CCA) applications, to blindly retransmit important safety packets. Batch retransmission, in which three copies of the packet are sent back-to-back, improves the packet delivery ratio of the important messages by up to 40% when 10% of packets are important. This comes at a cost of reducing the PDR of routine packets by less than 10%, and delay well within acceptable limits. For some reason, the current 802.11p standard disallows the TXOP parameter for ad hoc transmissions. Based on the superior performance of batch scheme, which uses that parameter, we recommend that it should be reinstated. Sequential retransmission, in which there is a random backoff between retransmissions, performs less well, due to the increase in vulnerable time. We have also described analytical models of the two schemes, which we have verified against ns-2 simulations. Future work will refine the batch model to consider multiple packet collisions, and use these models to determine the conditions under which batch retransmissions outperform sequential transmissions, and how high the load must be for the basic scheme with no retransmissions to be better.
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